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Abstract- The pyrolysis process of polystyrene (PS) has been investigated to find optima temperature profiles
which minimize the reaction time and the reaction energy required for a given conversion in a batch reactor.
Assuming that the fragmentation of PS in pyrolysis is described by the mechanism of random and/or specific degra-
dations, we used a continuous kinetic modd for solving three moment equations to determine the transient change of
molecular weight distributions (MWD) of the polymers. We then converted this independent-variable minimization
problem using a coordinate transformation to a dependent-variable minimization problem that yields the optimal tem-
perature profiles as its solution. The optimization results obtained in this study encompass the cases of different objec-
tive functions which cover minimum reaction time, minimum energy consumed, or any combination of these. It has
turned out that maintaining the reaction temperature constant at an optimal level is the best solution in this optimiza-
tion problem. An economic cost function aso has been introduced as the third objective function to be minimized
in addition to the reaction time and the reaction energy. This new function can serve as a convenient measure to
judge the performance of the pyrolysis process minimizing the involved cost.

Key words: Batch Reactor, Cost Minimization, Coordinate Transformation, Objective Functions, Optimization, Polymer

Pyrolysis, Polystyrene (PS)

INTRODUCTION

Technological advances made in the plastics industry over
the past severd decades have steadily increased the volume of
plastics usad in various applications in human civilization. The
abundance of these plastic goods, on the other hand, has conti-
nuoudy cregted plagtic waste problems around the world. At the
moment, most of these plastic wastes are disposed of through
dumping into landfills or burning in incinerators aong with other
solid westes. These conventiona methods will, however, be phas-
ed out in the near future due to the serious environmental prob-
lems they entail. The lack of landfill space for dumping non-
biodegradable plagtics, and toxic gases generated during the Sm-
ple burning are the partid list of the obvious difficulties inherent
in the currently employed wastes management methodol ogy.

Meanwhile, the thermal recycling of waste plastics by means
of pyrolysis has become the subject of significant industrial
and academic interest in recent years as a promising aterna
tive disposal option [Kaminsky, 1992]. The reason is two-fold :
fird, pyrolysis does not require dumping landfills and second,
few toxic gases are generated because pyrolyss is carried out
in the absence of oxygen. Developing environment-friendly and
cost-effective pyrolysis processes is thus now an engineering
challenge that is worth pursuing through process optimization
techniques.

In this study, polystyrene (PS) has been chosen as an ex-
ample material due to its wide occurrence in municipal solid
wastes. It is known that high viscosity and low heat transfer
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rate of the PS melts together with the complicated dependency
of its reaction rates on the reactor geometry and mixing, pose
problems for the commercid practices of PS mdt recycling. To
avoid these problems, degradation of PS in solution (eg., min-
erd oil) has been proposed [Madres et d., 1997b], and we Sudy
that subject here.

Although there have been many published results on the
kinetic mechanisms of polymer degradation [Westerhout et d.,
1997], systematic optimization studies, based on mathematical
models, of the degradation of polymers have not yet gppeared
in the literature. In the past only a smple power law model
has been used to describe the pyrolysis kinetics of polymers
[Westerhout et al., 1997; Hynn and Florin, 1985]. The discrep-
ancies in the values of the kinetic constants are an example of
the unavoidable consequences of using this power law model
to describe the polymer degradation mechanism, since the eva-
poration and the chemical reactions occurring in the degrade-
tion are not distinguished in this model.

Recently, more advanced models for pyrolyss processes have
been developed, i.e,, random chain scisson (RCD) modd [We-
gerhout et d., 1997], and a continuous kinetics modd by McCoy
and his coworkers [1995, 1997, 1998]. The latter can track the
evolution of both the reactants and products in terms of the
molecular weight digtributions (MWD) while the former exhib-
its the spectrum of products only.

We have conducted an optimization study on the PS pyrol-
ysis in solution in a batch reactor employing the reaction tem-
perature as a manipulated variable in the continuous population
balance eguations of the system. The objective functions of this
optimization can be made from various system goals such as
maximum yield, minimum reaction time, and minimum energy
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consumed. Obvioudy, depending upon the particular objective
functions we have chosen, the optimization results could be-
come different. To consider smultaneoudly the two most im-
portant objective functions of this study, i.e., minimum reac-
tion time and minimum energy consumed for a given conver-
son, we have introduced an economic criterion : a Single mess-
ure reflecting the economic values of the various PS products
recovered during the pyrolysis.

THEORETICAL MODELING

1. Degradation Mechanisms

The therma degradation of PS in solution in a batch reac-
tor is generaly carried out under a high pressure in a liquid
phase in order to prevent vaporization of light components like
solvent and monomers. The degradation of polymer molecules
has been assumed to be represented by the two mechanisms
of random and specific degradations. The former means the
binary scisson of polymer bonds at any position aong the
chain, wheress the latter the release of monomeric species (sty-
rene in this case) by scission at the chain end [Wang et a.,
1995]. Besides styrene monomers, dimers, trimers, etc. can aso
be handled in the model, but for the simplicity of the opti-
mization methodology in this study only monomers are con-
Sidered in the modeling of PS degradation as recovered prod-
ucts.

The random and specific degradations are described below.

Random degradation : XcE>  x+(X- X) Q)

Specific degradation: XG>  XH(X- X)) )

where x' and x denote molecular weights of polymers whereas
X, that of monomers, and k, and k, represent reaction rate con-
dants of the random and specific degradations, respectively,
shown below.

K, =Ko engeRl’ETg ©)]
k ksO expe RTz (4)

Random degradation causes the main chains to bresk down
randomly, which results in more smooth molecular weight dis-
tributions, while specific degradation (chain-end scission) is re-
sponsible for the formation of styrene monomers.

2. Continuous Population Balance Equations

Continuous kinetic models in which the molecular weight of
the polymers is treated as a continuous variable have been suc-
cessfully used to study polymer degradation problems in recent
years [McCoy and Madras, 1997; Madres et d., 1997a, b; Wang
et d., 1995]. Two assumptions are commonly incorporated : first-
order irreversible degradation reactions and equa reactivity for
al degradation reactions irrespective of the chain length of poly-
mer molecules involved in the reactions. The resulting rate
equations for polymer degradation and monomer formetion are
as follows.

df(x D = 2k, W X1 (xGt) -k T, )
+Keey WA(XG-X o, XOF (X G 1) dX G-koF (X, 1) -
dggt(—’ t_ Ko() Wi(xs X QT (XGt)dx € ©

where f(x, t) and g(x, t) are the MWDs of the polymers and
the specific products, respectively. The stoichiometric kernds W,
(%, X) and W(X-X,, X) in Eqg. (5) are the probability density
functions (PDF) for the polymers having the MW of X" which
are degraded to lower MW of x through random and specific
fragmentation processes described in Egs. (1) and (2), respec-
tively. W{(x, X)) in Eq. (6) is the PDF for the monomers hav-
ing the MW of x, which are to be formed from polymer having
the MW of x' through specific degradation of Eq. (2).

The first term on the right hand side of Eqg. (5) accounts for
the rate of generation of polymers having the MW of x by
random scission path, while the second term the rate of dis-
gppearance of polymers by the same random path of Eq. (1).
The third and fourth terms explain the same generation and
disappearance processes of polymers, respectively, but this time
by the specific degradation path of Eqg. (2). Smilarly, the right
hand side of Eq. (6) refers to the rate of formation of mono-
mers by specific degradation of Eq. (2).

The functional forms of the stoichiometric kernels for the
random and specific degradations are given as follows [McCoy
and Madras, 1997].

Wi(x, X = 1x¢ (7)
W(XG-Xs, X =d [X—(XE-X,)] (8)
Wi(Xs, X§ =d(X—Xs) ©)

where d is the Dirac delta function.
3. Moment Equations

We formulate moment equations by multiplying x" to Egs.
(5) and (6) followed by integrating from zero to infinity :

O [Egs. (5) and (6)] dx (10)

The resulting equations for nth moments of the polymers and
monomers, i.e, f™(x, t) and g”(x, t), are obtained as below (For
the detailed derivation, see the Appendix.).

df (1)

L=kt =F, (11)
df:(t) =k xf ) =F, (12
df” (t) ——(L8)k )2k 1)+ kot O(t) = F, (13)
% kSO =F, (14)
% = ko Ot) = Fo = xFs (15)
% = kex2f O(t) = Fo=X3F, (16)
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where MW moments are defined as

FO(t) = c‘i‘ x"f(x, t)dx (17)
gm(t) = g x"g(x, t)dx (18)

where the superscript n indicates the order of the moments.
4. Determination of MWD by a Gamma Distribution

To represent the MWDs of the polymers and products, we
employ a gamma distribution function. This function is known
to be flexible enough to portray the MWDs of polymers very
well. Other commonly used MWD functions such as expone-
ntid, Poisson, Gaussan, ddta, and rectangular digtributions are dl
specid cases of this gamma distribution [Madras and McCoy,
1998]. Since the gamma didtribution is completely determined
by its first three moments, here we solve just the Sx moment
equations of Egs. (11) to (16) to track the evolution of MWDs
instead of directly tackling Egs. (5) and (6).

The molar fraction gamma distribution for polymers is then
defined as

f(x, 1) !t‘ff(x,t)dx

1 —X t.’a(t)fl £X—X ..
:, éb (t) P expé b (t) qu(t)G(t)] for x3 X
T
I

;0 for x<Xq

(19)

where X, is the lowest MW in polymer samples, and the shape
parameters of a(t) and b(t) are given as below.

a (t) =[My(t)—xo] B(t) = [My(t) —xo]28 *(t) (20)
b(t)=s *(t) AM,(t)—X,]? (21)
and

B c‘fxf (x,t)dx £

M= afeaax @
2 _c‘;[x—m(t)rf(x,t)dx_c‘;xzf(x,t)dx__ 2
s= Ofx O - O f e ex [M.(0)]
_fa [t
—fot) | fox) (23

The weight fraction gamma distribution for polymers is smply
£, 1) =XF (X, 1) (24)

Fig. 1 shows the evolution of the MWD with time during
the pyrolysis. The shift of the MWD toward the lower range
of MW as reaction progresses is caused mainly by random de-
gradation, and here the distinguished pegk in the low MW re-
gion represents the styrene monomers formed by specific de-
gradation (chain-end scission).

FORMULATION OF THE OPTIMIZATION
PROBLEM

The principa issue in the pyrolyss study of plastic wastes is
May, 1999
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Fig. 1. Transent molecular weight distributions of the poly-
mers and monomers during the pyrolyss.

to find the most environment-friendly and cost-effective pyrol-
ysis technology, namely, a high monomer yield with both the
reaction time and the consumed reaction energy being reduced
as much as possible. In the study here, we set our optimiza
tion god to be finding the optimal reactor temperature curves
that smultaneoudy minimize the reaction time and the consum-
ed energy for a given finad converson. So we have a nonlinesr
free-end-timeffixed-end-point problem. General standard solu-
tion methods for this kind of problem, however, have not been
fully established yet.

To circumvent this problem, a coordinate transformation sim-
ilar to those used by Kwon and Evans [1975] and Song et d.
[1996] has been introduced to convert our problem to a fixed-
end-time/free-end-point type for which many standard solution
methods have been known [Kirk, 1970]. This transformation
is aways possble when we can find at least one dependent
variable that monotonically increases as the reaction proceeds.
In most polymerization and depolymerization reactions, includ-
ing the present polymer pyrolysis processes, the conversion of
the reaction just satisfies this requirement. Hence by adopting
this conversion as our new independent variable, we perform
a coordinate transformation of the system.

Fird, the conversion in the pyrolyss processes is defined as

mass of polymers at time t_. 1)
t=1- —= =TT
initial mass of polymers fo

(25)

Differentiating both sides of this equation with respect to time,
we get

dt 1 df%)_
a:_fé_l) dt =F (26)

Next, a coordinate transformation of the system equations is
carried out by changing the variables as shown below.

t®y, (27)
% y, (28)
2@y, (29)
9® Yy, (30)
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The final state equations resulting from the above coordinate
transformation are then as follows.

dy: _1_

e (31)
dy, _Fi_ o dys_Fs_ dy, _Fs_

dt —F.—Gz, ot —F.—Gg, and ot —F,—G4 (32

The other dependent variables that are not transformed are
simply rederived from the transformed variables (dependent
and independent) as shown below.

fO=fO(1-1) (33
g =Xy, (34)
g2=x2y, (35)

Now the optimization problem becomes:
Find the temperature profile (T(t)) which minimizes

Objective function J=function of reaction time,
reaction energy, or
any combination of reaction criteria

(36)

subject to
310°CET£500°C (37
t,=0.9 (38)

The temperature, the parameter which enters the system equa-
tions through the reection rate congtants of Egs. (3) and (4), be-
comes the manipulating variable whose time dependence is the
solution of this optimization problem. The temperature bounds
of (37) have been chosen to ensure two things: the lower tem-
perature is necessary to ensure degradation reactions, not the
polymerization reactions, to take place [Odian, 1991], and the
upper temperature is necessary to avoid products in undesir-
able states such as in the coking state [Van Krevelen, 1990].
The fina conversion in the study was set a 90 %. The above
optimization in general congtitutes an unconstrained nonlinear
optimization problem for which many nonlinear programming
techniques like Davidson-Fletcher-Powell (DFP) or Broyden-
Hetcher-Goldfarb-Shanno (BFGS) methods are available [Rao,
1996; Reklaitis et d., 1983].

Wheress the final reaction time is easily computed by solv-
ing the ordinary differentia equations given by Eq. (31), the
fina total energy consumed is not reedily obtained. So we have
used here the following energy balance of the system for ob-
taining the total energy consumed.

r 6,30 = éh — et (-DHOry (39)
where
QC: U(A N)(T_Ta) (40)
(0)
=289 foy (41)

Here DH, in Eq. (39) is defined as the heat of depolymer-
ization per unit mole of monomer which is produced by Eq.
(41) through the specific degradation reaction only.

Then the total energy consumption during the pyrolysis can
be divided into three parts as shown below.

3= 3V d)elt
=Vg {r cp%—-{+ Q +(DHd)rd} dt
— e 0T . . dg®
= mcpdadt + UAQ(T-Tdt + V(DHo) g5 dt (42)

e f—t— i A i (—

f—t— i N i (—

=E, =E =E;

The first term is for elevating the reaction from room temper-
ature to the operating temperature, the second term for com-
pensating the heat loss and the third term for providing heat
to the endothermic pyrolysis reactions.

RESULTS AND DISCUSSION

The results of the above optimization problem are shown in
Table 1. Case | represents the results when the objective func-
tion is the reaction time and the congraints are none. Actualy
this is a trivial result because the reaction time is minimal
when the highest possible temperature is followed in the reac-
tion, i.e, 500°C in this case. As a matter of fact, as shown in
Fig. 2, the reaction time becomes shorter as the constant reac-
tion temperature gets higher. In other words, in Case I, in order
to attain the minimum reaction time we have to pay a pendty
on the reaction temperature, i.e, it stays on the maximum d-
lowable level. It should be noted that since we have not im-
posed any congtraints on the increasing rate of reactor temper-
aure in this numericad study, the obtained optima temperature
trgjectories take the shape in which the highest allowed tem-
perature is instantly reached from the room temperature and
is maintained theresfter on this constant level. If, however, a
finite heeting rate of the process is included as a congtraint in
the optimization problem, the optima temperature trgectories will

Table 1. Optimization results when the objective function is the reaction time and/or the process energy

Case Objectives Congtraints TrQ  t [ E, [kJ] E, [kJ E, [kJ E, [kJ]
| Min. 4 No 500.0 0.23 1672 104.8 0.42 61.98

I Min. E; No 420.7 450 1530 84.1 6.97 61.98
1l Min. E; t£20 441.9 2.00 154.7 895 3.23 61.98
IV Min. E; t£15 449.3 1.50 155.9 914 246 61.98
Vv Min. E; t£10 459.9 1.00 157.8 94.2 1.68 61.98
VI Min. E; 4£05 478.4 050 1619 990 0.88 61.98
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Fig. 2. Elapsed reaction time of the pyrolysis process.

take the shape of increasing curves.

Cases 11 to VI display the optimization results when the ob-
jective function is the reaction energy. As shown in Table 1,
all the resulting optimal temperature trgjectories are those of
some congtant levels. These interesting results can be explained
by analyzing the three different individual energy terms of the
total reaction energy as defined in Eq. (42).

Firdt, according to the definition of E,, the energy for eevat-
ing the reaction temperature to the operating level depends on
the initid and fina temperatures only, not on the transent path.
Furthermore, since we have assumed that the energy is requir-
ed into the system only when the temperature increases with
time (i.e, dT/dt>0), not when the temperature decreases (i.e,
dT/dt < Q), any fluctuating temperature profiles are excluded for
the minimization of E,. For the case of E,, snce the find time t,
is an exponentidly decressing function of temperature while the
integrand (T- T,) linearly increases with temperature, which thus
makes E, a decreasing function of temperaure, it is desirable
for the minimum of E, to keep the temperature highest possi-
ble. Findly, E; depends on the finad conversion only, and thus
it becomes a constant vaue if the final conversion is fixed.
Summing up these three cases for minimizing E,, E, and E;
in Eq. (42), we can find that overal optimum temperature tra-
jectories for the minimum reaction energy E; are congtant tem-
peraure levels.

Now that we have explained why the constant temperature
profiles have been obtained as the optimal temperature trgjecto-
ries for al sx cases of Table 1, we continue to conduct more
of the detailed analysis of individual cases.

Ca=e Il represents the results when the objective function is
the reaction energy with no congtraints on the reaction time.
There is the optimal constant reaction temperature in this case,
i.e, 420.7°C, which results in the minimum level of reaction
energy. Here the penalty we have to pay is the longest reac-
tion time of 4.5 hr.

Casss I, 1V, V, and VI represent the results when the reac-
tion energy is minimized with congraints on the reaction time,
Since in red waste polymer pyrolysis processes we cannot dlow

May, 1999
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Fig. 3. Required energy for the cases of non-adiabatic pyroly-
SiS process.

the reaction time to get too long, these cases are of practical
importance. As the allowed reaction time becomes smaller,
the optimal reaction temperature gets higher, which means that
we have to pay progressively higher penalties

All the results in Table 1 were obtained when the reactor
was not adiabatic. In other words, some hest transfer between
the reactor and the environment occurred, namely, a non-zero
heat transfer coefficient, U=1.0E-04 W/m °C. If the pyrolysis
is done in complete insulation, i.e., U=0, the results are like
those in Fig. 4. In other words, in this unredistic adiabatic case,
the trivial results are obtained, i.e., the lowest alowable reac-
tion temperature is the solution giving the minimum reaction
energy required. This is not a surprising result because the
heat transfer term (E,) in Eq. (42) which is a decreasing func-
tion of temperature makes the optima solution possible in non-
adiabatic cases in Table 1, while the other two terms in Eq.
(42) are non-decreasing functions of temperature. So if the sec-
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Fig. 4. Required energy for the cases of adiabatic pyrolysis pro-
Cess
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ond term is set to zero, Eq. (42) becomes a monotonically
increasing function of temperature.

As shown in Cases Il to VI in Table 1 where minimum
time and minimum energy are both sought &fter, in real pyrol-
ysis processes some combinations of the optimization criteria
are desirable to recommend the optimal pyrolysis strategy in
reglistic terms. As a reasonable candidate for the optimization
criterion, we here introduce an economic cost objective func-
tion for the optimization problem as defined below.

Table2. Optimization results when the objective function is the
cost of the pyrolysis process

T[q & [hr] E k] Gl
4400 213 154.4 3046
450.0 145 156.0 20.88
460.0 0.9 1578 29.64
465.3 0.81 159.0 29.62
4700 0.68 160.0 29.64
480.0 047 1623 29.79
490.0 0.32 164.7 30.05
500.0 0.23 167.2 30.39

- ¢ .. gdNoNoOmer ¢
_p- - aetilityd, b —tio. -~ 0
C.=E; &® ta 4 Gproduction*
é geét o
rate t profit 2
=C:+C,, (43)

where E; is the energy consumed for producing 1 kg of sty-
rene monome, t; is the shortest redizable reaction time (0.23
hr in Case | of Table 1), and the utility rate means electric-
ity cost per 1 kJ energy. Thus the first term of Eq. (43), C,
means the eectricity cost and the second term, C,,, refers to
the unrealized monomer cost due to extra running time of
the reactor beyond the shortest possible reaction time.

Now the above economic cost is used as an objective func-
tion to be minimized for the optimization problem. The same
methods as used for the problems of minimum reaction time
and/or minimum energy can be applied to obtain the optimum
temperature profiles minimizing the cost function as defined by
Eq. (43). One thing we have to consider here is the price of
the recovered monomers as compared to the operating elec-
tricity cost because the optimization results will obvioudy de-
pend on the relative ratio of these two terms in Eq. (43). Fig.
5 illustrates such results. When the price of recovered mono-
mer price is high with relatively chesp dectricity, our Strategy
for pyrolysis is to produce maximum amounts of monomer at
high resction temperature, similar to Case | of Table 1. On the
other hand, when the price of recovered monomer is low with
relatively expensive eectricity, our strategy would be to run
the reaction a low temperature, Smilar to Case Il of Table 1.

400 ————————————
a
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300 |- i

\

200 " 4

Cost

100 -
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A~a
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"\A\ - .\.\ —_
Low’/k._:,g— =6=6—8—0=8—8
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360 380 400 420 440 460 480 500
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Fig. 5. Cogt of the pyrolyss process with different price levels
of recovered monomers.

Therefore there is a possibility that an optimal reaction tem-
perature exists when the monomer price is somewhere in the
middle of these two extremes. Table 2 shows an example of
such cases where the economic cogt attains a minimum vaue
along with the optimal temperature of 465.3°C.

CONCLUSIONS

The therma degradation of PS in batch reactors has been in-
vedtigated to find optimal temperature profiles minimizing the
reaction time and the process energy for a desired conversion.
It is assumed the pyrolyss mechanism of PS is composed of
two reection pathways, i.e,, random degradation and specific
degradation. The former is responsible for shifting the MWD
in pyrolysis toward lower molecular weights while the latter
for generating the monomer products. The theoretical modd has
been developed using continuous populaion baance equations.
The transient change of MWD of polymers during the pyroly-
Ss was eadlly tracked by solving three moment equations. The
optimization problem finding optimal temperature profiles in
this study is of a nonlinear free-end-time/free-end-point type.
Then we made a coordinate transformation introducing the con-
verson as a new independent variable to convert this independ-
ent-variable minimization problem to a dependent-variable mi-
nimization problem for which standard solution techniques are
readily available.

The results of the optimization study are different depend-
ing on the choice of the objective functions: the alowable
highest temperature is the mogt favorable condition for the min-
imum reaction time, while the intermediate isotherma tempera-
ture is optimum for minimum energy consumption. As a new
optimization criterion combining the two different ones in the
above, i.e., minimum time and minimum energy, a cost func-
tion is introduced to judge the economical performance of the
pyrolyss process. The methodology of this study is expected to
be gpplicable to mogt indudtrid pyrolyss processes providing im-
portant information for the optimal design and operation of the
reactors.
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APPENDIX

The derivation of the moment equations of Egs. (11) to (16)
from Egs. (5) and (6) is illustrated here [Wang et ., 1995].
Firg, a continuous population balance equation for polymers
is written as follows:

df(x,t) _

o 2k, &y W, (x,xDF (x Gty dx &k, (X, 1)

+ksc‘i‘d [X—(x¢-x4)]f (xGt)dx -k (x,1) (A1)

The function W, (x, X’) is a specia case of the following gen-
erd stoichiometric coefficient when m is set to zero, i.e,

vv,(x,xcp:[W(x,xcp]m:O{ "(x6-X) (ﬁ%??} -1
* a2

where G () is a gamma function which is defined as
G(N)= Qerxx“‘ dx (A3)

We will here use the general form given by Eq. (A2) in deriv-
ing the moment eguations and then the converson will be re-
covered by substituting m=0 into the resulting equation.

The moment operation is applied to Eqg. (Al).

c‘i‘x"df(x D = 2k 0X'0 AW (X, X OF (x G ) ox ddx—k, x"f(x t)dx
SQx Qd [X—=(xE-xg)]f(x§t) dxdix
- SQx"f(x,t)dx (A4

By interchanging the orders of the integration on both sides
of Eg. (A4), we obtain the following equation.

dgtbfxnf(x’t)d’ﬂzz" ) F(XGt) X" Wi(x, x9axcx¢
rQx"l‘(x,t)dx
OF(xGt) g xd [x—(x¢-x.)]dxax¢
K xf(x, 1)l A5

Since the second term on the RHS of Eq. (A5) is smply by
definition the nth moment of f, f, here we only show the
caculation of the first and the third terms.

TGO FIW(x, x9dxaxe

= T FIxn(x6-x)"G(2m+2)
NIG(M+1)*(x§*™*]dxdx¢, _,

= GO g% 4 (- 1)“3@ Axgixmic2m+2)
[G(m+1)*(x§™™ " dxdx¢;,_,

=4 {(_1)“3%1 35 (2m+2)/G(m+1) & (x9 " F(xan)
d"xzm*”’jdxdxﬂ 0

::j(—l)m*"gai“go(zmu)m;(m+1)2q(2m+n_j+1ﬂ
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:ji{(—l)m*"ggf U5(2m+2) @(m+ 1) @m+n-j +1)}
GO (xt)dxe .
=[G(2m+2)G(m+n+1) B(M+1) S(2m-+n+2)]m-of (1)
= [Zadmeof " (1) A6)
where Z,,=G2m+2)G(m+n+1) S(m+1)S(2m+n+2) (A7)
O FOx6) X [x—(x6-x)]dxaxe

= ‘¥(x¢—x) f(xGt)dx¢e

= d:é " J‘?gg(xcplx" Hf(xGt)dx ¢
=] 0 Fhe e
=& [W, ()]

(A8)
where W, = (—1)""2,?%@’j (A9)
The resulting moment equation for the polymer is now

f(n)(t) ) ") f(i) ")
g = 2KZuaf Ok (1) +k 3 & [W,f9 (0] -k F(t)
= [2k Zoo—k k1O (1) G [Waf O (1)] (A10)
Whae Zggzl, Zw:lQ, ZZU:1Q (All)

Woo=1, Wio=—Xs, Wiy =1, Wao=—XE, Wy =—2Xs, Wp,=1 (A12)

Final, the above eguation produces the following equations for
the MWD of polymers when n takes on the values of O, 1
and 2.

(0)
A= (2 240k I O0) Wil (1)
- krf (0)(t) (A 13)
) 3 ,
=26 2ok kIO AW
=k kSO HOW D)
=—kxSO(t)
(A14)
(2)
0= (2 2k ) T E W ()
= [(LB)k,—kJF )+ X2 O-2x (1) +FO(1)]
=—(18B)k,f O(t)—2kxF P(t) +keox2f Ot
—1B)kf (t)—2kexsf V(t) +kex3f 1) (A15)

For the MWD of monomers, a similar procedure is followed
to obtain the following moment equations.

dg™(t) _

& kexaf O(t)

(A16)

When n=0, 1 and 2,
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Wi (A17)

9 s g (Al8)

%:ksng“”(t) (A19)

NOMENCLATURE

: area of reactor wall [m7]

- heat capacity of reaction mass [kJmol°C]
: concentration of monomers [g/L]

- electricity cost [ ]

: unrealized monomer cost [B ]

m

O0NH >

<

C, :total cost for producing 1 kg of styrene monomer [B ]

E; :tota energy consumed for obtaining 90 % conversion [kJ]

E; :tota energy consumed for producing 1 kg of styrene mon-
omer [kJ/kg]

E, :activation energy of the random degradation reaction
[kecal/moal]

E, :activation energy of the specific degradation reaction [kcal/
mol]

£ . nth order molecular weight moment of f defined as Eq.
(17)

f(x, t): molecular weight distribution of the polymers based on
molar fraction [mol/L]

f.(X, t) : molecular weight distribution of the polymers based on
weight fraction [g/L]

F :dateequationsgiven by Egs. (11) to (16)

g” :nth order molecular weight moment of g defined as Eq.
(18)

g(x, t): molecular weight distribution of the monomers based
on molar fraction [mol/L]

0.(X, t): molecular weight distribution of the monomers based on
weight fraction [g/L]

G :transformed state equations given by Egs. (31) and (32)

DH, : heat of depolymerization of polystyrene [kJ/mol]

k.  :reaction rate constant of the random degradation reac-
tion [hr]

ko, :frequency factor of the random degradation reaction [hr ]

ke :reaction rate constant of the specific degradation reaction
[hr]

ko :frequency factor of the specific degradation reaction [hr ']

m  :weight of reaction mixtures [kg]

M, :number average molecular weight [g/mol]

g, :cooling rate by heat transfer with atmosphere [kJ/hr]

d, : heating rate by heat source [kJ/hr]

r :rateof pyrolysisreaction [mol/L hr]

R :universa gas constant [kcal/mol K]

t : reaction time [hr]

t; : final reaction time taken for obtaining 90 % conversion
(hr]

t; : the shortest realized reaction timein Table 1 [hr]

T  :reaction temperature [°C]

T, :room temperature [°C]

U :overdl heat transfer coefficient [W/m°C]
V  :reactor volume [m]
: molecular weight of polymers[g]
X, :lowest molecular weight in polymer samples[g]
Xs : molecular weight of monomers[g]
y : transformed variables given by Egs. (27) to (30)

Greek Letters

. parameter in the gammaddistribution

: width parameter in the gamma distribution

: Dirac deltafunction

: gammafunction

: density of reaction mixtures[kg/L]

: variance of the molecular weight distribution

: new time variable denoting the conversion of the pyrol-
ysisreaction [hr]

t;  :fina timedenoting thefina conversion [hr]

: stoichiometric coefficient for the random degradation
given by Eq. (7)

: stoichiometric coefficient for the specific degradation
given by Egs. (8) and (9)

~n S QpaoaocTw

=
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