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Abstract—OTS (Operator Training System) is becoming popular for the safe and effective operation of chemical
processes and control systems. This paper outlines the total hardware system superstructure and software modules of
yOTS (Yonsei Operator Training System) which we developed. yOTS is a network based multi-training system com-
posed of a workstation-based server module and PC-based user modules. The user module has a DCS-like user in-
terface and sends data to OM (yOTS Manager) over the network. Reliability and stability are essential for the suc-
cessful development of distributed OTS. State-of-the-art technologies of efficiency and stability are mainly consid-
ered in this paper. yOTS is superior to other OTS in its ease of handling discrete events, managing process models,
expanding module functionality and multi-training over the network. The structure of yOTS and core algorithm for a
multiple trainer over the network is also presented. A batch process example is used to illustrate the proposed

advantages of yOTS.
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INTRODUCTION

The safe and efficient operation of chemical processes is becom-
ing more important because chemical industries are more competi-
tive and government safety regulations are becoming more strict
[Dessonky, 1993; Park and Moon, 1994]. Major accidents in chem-
ical industry such as fires, explosions and toxic chemical releases
are mainly caused by unskilled operators and careless operations
[Nicholas, 1995]. So systematically training plant operators is a main
topic in the area of the process safety and operation. One effective
way of training operators is by using a virtual reality simulator [Shier
et al., 1996].

OTS includes a virtual environment similar to a real DCS sys-
tem. Operators usually do not have many chances to handle emer-
gency situations. As a result, using OTS would be the only effec-
tive solution to achieve those experiences [Kassianides, 1991]. Dif-
ficult or impossible situations in real systems can be generated to
make operators acquire emergency handling experience. Using OTS
is effective, cheap and sometimes the only way to develop excel-
lent problem-solving skills.

OTS also can be used to study operating sequences, control stra-
tegies and operating conditions before and during constructing real
plants [White, 1993]. Consequently, this technique makes it possi-
ble to understand process conditions more precisely, to improve the
safety of the system, to acquire better operating techniques and to
expand the lifetime of equipment.

In the viewpoint of management, a plant manager can realize
the result of using OTS such as fewer and shorter shutdowns, im-
proved product quality, lower maintenance costs and fewer emis-
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sions.

Implementing OTS requires the ability to handle both discrete
and continuous dynamic behaviors such as pump on/off; valve open/
close and discrete phase changes. It also requires fast computation,
flexible interfaces among modules, efficient database for storing/
retrieving emergency scenarios and the history of personal training,
distributed system architecture, multiple execution, numerical solv-
ers and psychological understanding of local operators.

Based on these techniques, we have been developing yOTS,
which is better in handling discrete events, managing process mod-
els, multi-training over the network and evaluating the operator’s
capabilities. The network-based architecture allows multi-trainees’
link and execution. These algorithms are mainly emphasized in this
paper. Current yOTS can train about 10 persons or more simulta-
neously and allows users to access the system anywhere on the net-
work by using a special interface.

GENERAL OPERATOR TRAINING SYSTEMS

1. General Architecture

A number of OTSs have been developed around the world and
applied to numerous chemical processes [Baines, 1992; Wilmer,
1993; Baiagopal and Rafian-Naini, 1994]. The system architecture
is various depending on developers, but we can classify them by
three types such as DCS based, single computer based, and net-
work based system [Stawarz and Sowerby, 1995]. DCS based type
is very expensive and single computer based type requires low in-
vestment cost but produces poor effects. Educational efficiency and
economies are major constraints in adopting OTS to ones plant. Any
type of these solver modules and user modules is a necessity to con-
figure OTS.

Process modeling and computation methods are usually main
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hindrance to be overcome by developers [Marquardt, 1991]. How
accurately is a process to be modeled and what kinds of solvers are
to be included in the system wholly depend on educational objec-
tives, economy, and hardware architecture. Most chemical processes
are described by DAEs (Differential Algebraic Equations). Since
general chemical processes are highly nonlinear, such equations
are sometimes replaced by linear equations using linearization such
as power series to speed up their computation. Selecting solving
strategies requires considering the size of process and hardware per-
formances. The well-designed superstructure of OTS increases total
training performance, and numerical computing time is usually a
critical constraint in real time training of large-scale processes. The
selected solver is generally based on a self-developed library or com-
mon library from Netlib over the Internet or commercial dynamic
simulators for chemical processes. To improve the numerical com-
putation, we have developed yOTS with a parallel and distributed
architecture.

yOTS (YONSEI OPERATOR TRAINING SYSTEM)

yOTS (Yonsei Operator Training System) is a network-based
system including one workstation and three PCs. Fig. 1 shows the
hardware and software network configuration including two oper-
ator’s PCs, one trainer’s PC and one workstation which does most
of the computation. One more server workstation could be added
depending on the process complexity and computation time
1. The Modules of yOTS

yOTS is composed of three main modules - OTS manager mod-
ule, solver module and user modules. Modules except the solver
have a great impact on the performance of the total system. Num-
erous functions are implemented in these modules.
1-1. OM (Operator training system Manager) Module

OM supplies various functions to operators and trainers, includ-
ing overall process execution, stop, operation, problem description,
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Fig. 1. Current network configuration of yOTS (Yonsei Operator
Training System).

control of training situations, scenario execution and scenarios con-
struction. OM also analyzes the operator’s task progress and cur-
rent status of operating maturity. This module also connects user
and solver modules and transmits data among them. OM checks
interfaces among all modules at the first execution and initializes
all system variables at the trainer’s connecting.
1-2. Solver Module

Basically, OTS must be able to simulate various process condi-
tions. It must be able to handle discrete events such as valve/pump
on and off, phase change, startup and shutdown of continuous and
batch processes. Fast computation is very important for the process
real-time simulation. In this system, we used a general purpose dy-
namic simulator [Ready, 1992; Barton, 1994; Oh and Pantelides,
1996], gPROMS (General PROcess Modeling and Simulation),
developed by Imperial College. gPROMS has advantages of easily
describing process models and dealing with process discrete events.
1-3. User Module

TCP/IP
- Exﬁﬁ:g?flace Trainee Interface PC 1
( Message Analysis/ Module Trainer
Data Communication )
Senario Trainee
mangement| [Task Anaysis | Management
r \ Module Module [ Module
FPI [
g AN TCP/IP
) PC 2
Modeling Solver Main Module Process ,
toaue' || soner e [ R, Trainee 1
Varable, || ( ODE, PDE, Module
paramenter, Optimizer)
data ) Trainer Interface
Module
TCP/IP
Solver PC3
(GPROMS) OM Trainee2
Workstation

Fig. 2. Superstructure of yOTS.
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For efficient education, OTS offers an operating environment
similar to real DCS. yOTS is based on a GUI (Graphic User In-
terface) [Guillermo and Mehdi, 1992] environment which is almost
the same as DCS. The trainer’s module manages the graphic screen,
adjusts overall processes and supervises operator’s training scenar-
ios.

The superstructure of yOTS is schematically presented in Fig. 2.
A dynamic simulator and thermodynamic database compute most
process dynamic behaviors. Network communication and gFPI
(gPROMS Foreign Process Interface) are used to transmit calcu-
lated dynamic simulation data between OM and the solver.

OM is driven as a parent process that generates a child process
and drives the solver. The data structure is the core of the interface
between two modules and overall system architecture. Two meth-
ods for the data communication are used, using file and shared me-
mory. The former takes time to open and record data so it makes a
time delay. Using shared memory for process data communication
takes less time, but it is hardware dependent. Our OM uses shared
memory in its default.

The data transmitted from OM to a solver are simulation status,
simulation time increment, unit number, task number and task value.
The concrete data of simulation status are start, pause, restart, stop
and continue simulation as user’s request. The simulation time incre-
ment means the step size of dynamic simulation time. The unit num-
ber is a predefined task value that an operator executes. The ex-
amples of predefined tasks are valve open/close, pump on/off, con-
troller open/close and set point reinitialization. All data of current
simulating time, model status and process variable values calculated
by a simulator are transferred from a solver to OM.

The solver module offers an interface method for the connection
of external user modules. The FPI is designed to call functions in-
ternally. The major functions of FPI are START, PAUSE, GET,
SEND and END. With these functions, OM connects the solver
module. OM is a main server module in OTS system and solver
carries out the client’s request over OM. OM generates shared me-
mory in which OM reads and writes the data and creates a sema-
phore which is used to control access to system resources. If N op-
erators take training, the interface generates N shared memory and
2 N semaphore.

2. The Developing Environment of Current yOTS

Table 1 describes the current developing environment of the three
main modules of yOTS. OM is developed in the UNIX environ-
ment and using C and C++. User module is developed in Win95 and
using several visual tools and graphic tools. The Solver gPROMS

Table 1. Current development environment of yOTS

Table 2. The main header files of OM

Module Function

GlobalDef.h This contains Task No. Simulation Status No.,
Task Value, Unit No., Communication Data
Structures, etc.

MessageData.h This contains message data function for com-
munication between OM and Solver.

Sema.h This contains general function for semaphores
of shared memories used in the communica-
tion between OM and Solver.

Shm.h This contains shared memory managing li-
braries.

SockDef.h This contains socket libraries for communi-

cation between OM and Operator/Educator.
This contains solver interface libraries for the
communication between OM and Solver.

SolverInterface.h

is executed under the UNIX environment. Visual tools offer the de-
veloper an ease of developing functions and graphic interface of
the user training environment. Generally speaking, it is the UNIX
environment that is more reliable than other environments on multi-
user stability and system security.

3. Network Based Main Algorithm of OM for Multiple Train-
ees

OM (OTS Manager) module is the crucial part of OTS and this
manages overall systems by connecting all modules. OM can ac-
cept multi-trainee’s and trainer(educator)’s connecting and initialize
processes. In Table 2, we describe main software headers of OM and
their functions, which are developed by ¢++, ¢ and FORTRAN.

GlobalDef contains various predefined numbers using Overall
yOTS modules such as task number, simulation status, task value,
unit number, data structure for a communication between modules.
Following is the example of GlobalDefh. Predefined values offer
developers great advantages - the minimizing of communication
data, robust operation handling and downsizing other modules. But
we should predefine these data well lest we change this system struc-
ture later.

In the initial state, OM identifies overall system, then receives
uset’s input. If computation is required, OM connects a solver, checks
inputs as time varies and executes recalculations. OM is located at
the server computer, initially started by the trainer and it can execute
and quit simulations.

OM module User module Solver module
(0N} UNIX Win95 UNIX
Developing C/C++ Visual C++ gPROMS
Tool UNIX tools Visual Basic
Graphic S/W
Function Module connection Graphic based user interface Discrete event handling

User Input analysis and execution
Automatic database initialization
Managing total

Connection to OM
Changing user input to predefined value
Managing Trainer’s state (Trainee module only)

DAEs PDAE:s solving
Optimization

Process (solver, background processing) Evaluating training result (Trainee module only)

November, 2001
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Table 3. An example of the definition in GlobalDef

# TASK definition

const NO_TASK 1000

const NOT UNIT TASK 1100 # Task Value definition

const TASK OPEN 1110 const Conct Index1 3010
const TASK CLOSE 1120 const Conct Index2 3020
const TASK_ON 1130 const Conct Index3 3030
const TASK_OFF 1140 ...

const TASK_CONTINUE 1150 # unit definition

const TASK_SWITCH 1160 const NO UNIT 10100

# FeedTank
# Process Status definition const T10101 10101
const SIMULATION START 2011 const T10102 10102

const SIMULATION_PAUSE 2012 ...

const SIMULATION_RESTART 2013 const P10102 10202
const SIMULATION_STOP 2014 ...

const SIMULATION_BACK 2015

More detailed explanation of the OM algorithm is the following:
3-1. Initializing Total Systems

OM checks whether each module exists and interfaces among
modules are set up well. Generally speaking, processing has a ten-
dency to create a zombie process so we should prevent this from
occurring by the initial system checking.
3-2. Waiting User’s Connecting

OM is a server process working in a workstation. So it can be
worked by background processing and has to wait till a user con-
nects. OM always checks the connecting sate of a trainer and a train-
ee because OM is designed for multiple operators.
3-3. Selecting a Training Session and its Contents

If step 2 is fully performed, OM waits for operator’s input and
makes him/her choose the training session and its contents. Then
it reads required process models and data from database to initial-
ize all the system variables. Usually the system resources - process
models, variables, shared memories, semaphores and database stor-
age space - are very huge. So OM must create those resources only
when it is required.
3-4. Waiting for Messages

If a process requires simulations, OM waits for messages from a
trainer or a trainee. After receiving messages, OM analyzes them
whether they are process operations or something else global de-
fined variables.
3-5. Handling Process Operation

OM analyzes whether the messages are operation-related tasks
such as valve open and pump off or simulation-related tasks such
as time reset, execution, temporarily quitting and restarting of the
simulation. If it is an operation-related task, OM sends data to the
solver.
3-6. Waiting Calculated Data

OM waits the calculated data. OM receives these data, then sends
the results of the computation to trainer and trainee’s modules.

Fig. 4 shows one of yOTS process screens that is a distillation
column and combined subsystem.
4. The Connectivity and Data Flow of yOTS

If a user module program is in a PC-connected network, the user
can connect the OM and can train the course with or without a train-

Start
Initialize all the system variables and resources

WHILE user input
Check for the trainer's login
Check for the operator's login
IF n(Trainer login)
create process related resources for n(The number of Trainer)
(such as shred memory, process data, initializing solver...)
Loading n(selected process and training session resources)
Else IF Trainee login
create resources for Trainee
Loading selected process and training session resources
EndIF

IF Trainee/Trainer Data
IF related to process then
Changing process vars
Write changes to the shared memory for sovler
clse IF only state vars
IF not(end of process)
Changing yOTS state
else IF end of process
Save educational, systematical information to database
Terminate the solver
EndIF
EndIF
EndIF

IF n(caculated data from sovler)
Data transfer to Trainer/Trainee module
EndIF

EndWHILE

Remove all resources
End

Fig. 3. Pseudo code of the main algorithm.

ee. The OM server always checks the user requests and creates new
trainer resources, selecting/changing training session, changing pro-
cess status, loading/exchanging object process, etc. The connectiv-
ity and data flow in executing of yOTS are illustrated in Fig. 5.
5. Training Hierarchy

The training procedure using yOTS includes a process description
session, a normal operating session and fault diagnosis and treatment
session. A beginner starts the process description session to under-
stand the overall processes, equipment. A trainee can leam the nor-
mal operating procedure in the second session. At the last session,
an operator recovers the process status from the emergency situa-
tion. Through these three sessions an operator can practice repeat-
edly until familiar with the process and can develop excellent prob-
lem-solving skills.
5-1. Process Description Session

This session explains the overall process description at each stage,
shows pictures of equipment and illustrates theoretical physico-chem-
ical background and simple actions. This helps operators to under-
stand causes and effects of subsystems by illustrating examples. Con-

Korean J. Chem. Eng.(Vol. 18, No. 6)
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Fig. 5. The connectivity and data flow of yOTS.

sequently, OTS makes it easy for beginners to understand the pro-
cess by showing dynamic pictures and easy explanations.
5-2. Normal Operating Session

Operators learn normal operating procedures and their work to
do in this session. They operate DCS by using a real-time simula-
tor. As a result, the operator acquires system-handling techniques
of startup and shutdown procedures. By practicing normal opera-
tions using OTS, a beginner can overcome the fear of handling real
DCS systems. Normal operation training reduces a great deal of
training time.

November, 2001

5-3. Fault Diagnosis and Treatment Session

In this stage, an operator practices the sequences of handling the
abnormal state by detecting, analyzing, correcting and recovering
errors. To supply emergency scenarios, the following two methods
are used: trainer’s direct interruption and indirect interruption by
prepared scenarios. If a process is selected as a current state among
initial startup, final shutdown and steady state stage, the trainer in-
terrupts the operator’s training and executes malfunctions, which
might happen in real plant. So an operator can practice the sequence
of coping with this unexpected dangerous situation. This stage is
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Table 4. Education using yOTS

793

Process description session

Normal operating session

Fault diagnosis and treatment
session

Function * Parts of processes

* Overall tutoring of the total process
Method * 3D graphic

* Multimedia

* Operating procedure
Target processes * Equipment

* Subsystem

» Total processes

* Mastering fundamental process knowledge
* Process physico-chemical properties

Education objective

* Normal process operating
* Start-up

* Shutdown

+» Normal operating

* Process dynamic results

* Subsystem
» Total process

* Normal operation
* The cause and effect of process
* Dynamic process characteristic

* Process upset detecting
* Treatment session

* Process malfunction initialization
* React the operation of operators

» Total process
* Detection

* Diagnosis
* Recovery

* Coping with an emergency

the most important for the efficient education using OTS.
THE FUTURAMA OF THE DEVELOPMENT OF yOTS

Safety standards and laws are becoming stricter; as a consequence,
all companies will need to improve safety methodologies. The tran-
sition from simple simulation of modeled processes to vast and great-
ly realistic virtual environments will take place in the next 10 years.
We inquire into the future of OTS with our developing yOTS as
the central figure.

1. ITS and IES

ITS (Integrated Training System) which is the integrated system
type having the other subsystem based on simulation with trainer/
trainee module, can offer engineers and operators the control stra-
tegy study, safety control and operation, researching of operation
sequence, control tuning, process scheduling. A batch manager in-
cluding dynamic scheduler and safety analysis module is included
in ITS. This system can be used in the area of process operation,
scheduling, and operating optimization. Dynamic scheduler, object-

oriented database, scenario manager and safety analyzer are essen-
tial parts of ITS. Also, we propose this architecture as Fig. 5. This
is composed of three main parts: yOTS, batch management sys-
tem, and safety analysis system. This enables us to decide the pro-
cess operation strategy in an abnormal situation with the coopera-
tion of batch management module and OTS module. Safety ana-
lyzer can evaluate the process operation sequences whether it is go-
ing to the dangerous situation over the symbolic operation checking.

IES (Integrated Environment System) is the future system with
a real world environment of a plant. In a virtual plant, an operator
or engineer can see the total process, operate the process and can
react to process upsets such as fires, explosions, and environmental
polluting. This type requires virtual tools, case by case situation,
cyber environment and holographic environment.

The final form of this system is a virtual plant including process
and plant environment. Fire, explosion, toxic material release and
vast disaster could be executed and users could respond to this sit-
uation. Ideas represented by us are a type that uses the cyber space
and hologram - The virtual environment.

l User Interface |

Batch data collection

! Solver

|

Batch initiation

Recipe selection |

Process Models

1 system description

dynamic scheduling l

l model checker

Batch manager yOoTS

Safety Analizer

( Sharing Database )

Fig. 6. The ITS architecture we propose.
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2. Distributed and Parallel Computation

A huge computing capability is demanded in the construction of
virtual plants. Image processing and 3D virtual image formation as
well as numerical computation are necessary to the development
of [ES. A single server like one workstation cannot support these
fully. Distributed and parallel computing is one of the answers. We
are expanding our server system to the distributed and parallel server -
flexible calculation, tearing process, independent calculating of phy-
sical property, image processing. A well-designed server will cut
down cost as a result of the replacement from workstation-based
server to PC-based server. For the purpose of applying to yOTS,
the technologies of local area multi computing, message-passing
programming, distributed shared memory system on the network
of workstations and parallel programming are being studied in our
laboratory.
3. Free from Hardware Capability

Keeping pace with the advances of computer science, training
packages will no more be hardware dependent. Operating systems
will be replaced by the network. Solver and other modules will exist
somewhere on the network. Some of the training packages designed
with these hardware-free languages are independent from trainer
computers. This can help whole world users to connect to the state-
of-the-art systems easily and to come in contact with various types
of developed systems. This will be an advantage to the system man-
ager in developing as well as improving a developed system. Dis-
tributed and parallel computing will be no more necessary in the
future network support cyber space. The only thing needed is net-
work and system.

CONCLUSION

OTS enables operators to have confidence in operating plants
by removing fears in handling brand new equipment and by sup-
plying similar circumstances with DCS-based real plants. It also
gives operators chances of handling emergency situations that are
difficult or impossible to practice in real plants. As a result, this im-
proves an operator’s ability to manage emergency situations and find
effective operating solution strategies. Additional advantages of us-
ing OTS include finding an optimal operating sequence, optimal
control path and safe operating procedures. To acquire these advan-
tages, we have developed yOTS, and its structure and main algo-
rithms are illustrated in this paper. yOTS is superior to other OTS
in its ease of handling discrete events, managing process models,
expanding module functionality and multi-training over the net-
work. Proposed superstructure and modules are well defined and
can be easily expanded to the next version of OTS such as ITS and
IES. Other modules like a dynamic scheduler, scenario manager
and database are being developed. Main algorithms of OM for more
effective module communication are also presented. This algorithm
is designed for multi-trainees and is very robust for the training sim-
ulator. The future of OTS - development-ITS, IES and parallel-dis-
tributed computing is also delineated. yOTS will be improved con-
tinuously in its efficiency and correctness.
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