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Abstract−−−−In traditional chemical reaction engineering, it is possible to incorporate only the simplified aspects of
fluid flow, mixing, and mass/heat transfer into the analysis of chemical reaction rates and reactor design. As a con-
sequence of the advent of high-speed, high-capacity computing capacity, complex processes involving chemical
reactions have become amenable to analysis and modeling. This has also resulted in the merging of various disciplines
of chemical engineering in formulating detailed descriptions of complex processes. Developments that exemplify this
trend over the years are discussed in this review. Several examples from the author’s previous work are used to illustrate
the application of chemical reaction engineering principles to the modeling and analysis of complex systems involving
the chemical processing of metals and other inorganic materials.

Key words: Chemical Reaction Engineering, Fluidized-bed Reactor, Gas-particle Flow, Liquid-liquid Emulsion, Process
Modeling, Solvent Extraction

INTRODUCTION

Complex processes involving chemical reactions have become
amenable to analysis and modeling thanks to the rapidly increasing
computational capacity. Traditional chemical reaction engineering
incorporates only the simplified aspects of fluid flow, mixing, and
mass/heat transfer into the analysis of chemical reaction rates and
processes. As a result, accurate and realistic analyses and simula-
tions of many individual aspects of complex processes have not
been possible. Thus, the disciplines of chemical reaction engineer-
ing and transport phenomena have stood separate, and their aspects
within a given process were treated individually [Similarly, unit op-
erations and transport phenomena were treated separately]. A con-
sequence of the availability of high-speed, high-capacity computing
capacity has been the merging of these disciplines into the formu-
lation of a more detailed description of a complex process. Cur-
rently, many models combine the basic principles of various previ-
ously independent sub-disciplines of chemical engineering to for-
mulate comprehensive and increasingly more realistic descriptions
of chemical processes.

Developments that exemplify this trend over the years in the field
of chemical processing of metals and other inorganic materials are
discussed in this review. The examples will largely be drawn from
the work by the author and his coworkers, because of the limita-
tions in the scope of the review and time available to prepare this
article. Regrettably, therefore, excellent examples by many other
researchers have to be left out.

FLASH REACTION PROCESSES

An important example of a unit process in metals production is

the flash smelting process in the production of nonferrous me
from sulfide minerals. A schematic diagram of this process is gi
in Fig. 1. In this process, fine, dried mineral particles and fluxes
injected into the furnace with industrial oxygen or oxygen-enrich
air. The mineral particles are rapidly ignited and burn in the t
bulent gas jet. The flash-smelting process has the advantages o
id reaction rate, ease of control, substantial reduction in fuel requ
ments, and efficient sulfur dioxide capture.

Despite the fact that the process has been in commercial us
a long time and is currently the dominant sulfide-smelting proce
the design and operation of a flash-smelting furnace has largel
mained an art. This is mainly due to the difficulty of understand
and quantifying the complex interactions of the individual sub-p
cesses involved - the turbulent fluid flow, convective heat and m
transfer, chemical reactions, and radiative heat transfer.

In our research on an experimental and mathematical mode
investigation of the shaft region of a flash-smelting furnace, we 
gan by first tearing apart the overall process into identifiable co
ponent processes. We thus recognized a number of important
processes, as shown in Fig. 2. The model equations were w
based on the continuity of mass and the conservation of mom

Fig. 1. Schematic diagram of the flash smelting process.
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tum and energy for the gas and the particle phases [Hahn and Sohn,
1990; Perez-Tello et al., 2001]. The gas phase was described from
the Eulerian point of view. The time-averaged equations for the con-
servation of fluid properties can be expressed in the following gen-

eral form:

(1)

where φ is the dependent variable, Γφ is the coefficient for the dif-
fusive transfer, and Sφ is the source term. Table 1 shows all the ga
phase governing equations. The standard k-ε model was used to
represent gas-phase turbulence. The particle phase was des
using the Lagrangian framework, the governing equation being li
in Table 2. Further details of the model equations can be found 
where [Hahn and Sohn, 1990; Perez-Tello et al., 2001].

The next sub-process we tackled was the gas-particle reacti
the oxidation of sulfur and iron in the mineral particles. To desc
the ignition transient as well as the main combustion period follo
ing the ignition, information on the intrinsic kinetics of the miner
particle oxidation is needed. This information was obtained by c
rying out separate experiments [Chaubal and Sohn, 1986]. Ap
priate measures were taken to ensure determination of the intr
kinetics. After the particle becomes molten in the flash furnace,
particle temperature is sufficiently high that the overall rate of re
tion can be described by the mass-transfer rate of oxygen from

∇ ρνφ( )  − ∇• Γφ∇φ( ) = Sφ•

Fig. 2. Components of mathematical modeling of the flash-smelt-
ing process.

Table 1. Gas-phase equations

Equation
φ Γφ Sφ

Continuity 1 0 Sm
p (A-1)

x-Momentum µe (A-2)

y-Momentum µe (A-3)

z-Momentum µe (A-4)

Turbulent kinetic energy k µe/σk (A-5)
Dissipation rate ε µe/σε (A-6)
Sulfur mass fraction f µe/σf Sp

f (A-7)
Reacted oxygen ratio η µe/ση Sp

η (A-8)

Enthalpy µe/σh (A-9)

where:

(A-10)

µe=µt+µl (A-11)
µt=Cµ k2/ε (A-12)
Sp

m
=Sp

f−Sp
η (A-13)

∂
∂x
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∂
∂y
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∂
∂x
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∂
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∂φ
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 
 − 

∂
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∂φ
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 
 − 

∂
∂z
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∂φ
∂z
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 
 = Sφ

ug − 
∂p
∂x
------ + 

∂
∂x
------ µe

∂ug

∂x
------- 

 
 + 

∂
∂y
------ µe

∂vg

∂x
------- 

 
 + 

∂
∂z
----- µe

∂wg

∂x
--------- 

 
 − 

2
3
--- ∂

∂x
------ ρgk( ) + ρggx + Sp

u

vg − 
∂p
∂y
------ + 

∂
∂x
------ µe

∂ug

∂y
------- 

 
 + 

∂
∂y
------ µe

∂vg

∂y
------- 

 
 + 

∂
∂z
----- µe

∂wg

∂y
--------- 

 
 − 

2
3
--- ∂

∂y
------ ρgk( ) + ρggy + Sp

v

wg − 
∂p
∂z
------ + 

∂
∂x
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∂ug

∂z
------- 

 
 + 

∂
∂y
------ µe

∂vg
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 
 + 

∂
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2
3
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w

G − ρgε
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Table 2. Particle-phase equations

Motion (B-1)

Particle dispersion (cloud model) (B-2)

Species mass balance (B-3)

Energy (B-4)

mp

d V〈 〉
dt

------------ = mp

3
4
---CD

ρg

ρp

---- 1
dp

---- U〈 〉  − V〈 〉 U〈 〉  − V〈 〉( ) + mp − mg( )g

σi i
2 t( ) = 2 v'i

2 t1( )〈 〉 Rii

p τ( )dτdt10

t∫0

t∫
dni

dt
-------  = Ri j,

r
 − Ri

v

j = 1

j = q

∑
d
dt
---- mphp( ) = Hr  + Qrp − Qp − Hv
May, 2003
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The ability of the computer model to describe the dispersion of

the particles in the turbulent gas jet of a flash-smelting furnace shaft
was verified by the use of a non-reacting model system [Yasuda
and Sohn, 1995]. This work was done using a room-temperature
model apparatus by combining a photographic method and a com-
puter image-analysis technique. The observation chamber was a
rectangular box made of acrylic plates and lined with glass plates
to prevent the particles from sticking to the wall. The height of the
chamber was 1.22 m, and the width and length were both 0.61 m.
A steady flow of a gas-particle jet was injected from the center of
the ceiling through a variety of injector and withdrawn through an
outlet at the bottom of the chamber. Silica sand of 149 to 250µm

was fed through a series combination of a screw feeder and 
bratory feeder to minimize the pulsing of the solid feed. Five 250
spotlighting halogen lamps were placed on either side of the ch
ber as the light source, and a black cloth was used for backgro
The photograph showed the particles as white spots on the b
background. A sample of the comparison between the experim
tal and computed results is shown in Fig. 3. It is noted that the c
puter model yields the particle number density in the units of nu
ber per unit volume, whereas the photographic data gave it as n
ber per unit projected area. Thus, the computed data were 
verted by integrating through the depth of the system. As can
seen, the agreement is quite satisfactory, thus verifying the val
of the fluid-dynamic description used in the overall computer m
el from the viewpoint of the particle dispersion in the gas jet.

Simultaneously with the mathematical model formulation, w
constructed a laboratory flash furnace to make measurements u
various operating conditions [Chaubal, 1986; Sohn et al., 1988; S
and Seo, 1990; Perez-Tello et al., 2001]. The furnace had an 
diameter of 25 cm and a height of 1.3 m. The maximum solid fe
ing rate was 5 kg/h. The idea, of course, was to determine how 
the mathematical model could predict the experimental meas
ments and also to use the model to suggest experimental c
tions for key measurements. Not satisfied with using just our o
data, we obtained data collected independently elsewhere - in
case, measurements obtained in a pilot plant by Outokumpu 
sonnel [Hahn and Sohn, 1990] (Outokumpu, a Finnish comp
is a major worldwide licensing company of flash smelting fu
naces). In this way, the reliability of the mathematical model co
be better established. The mathematical model provides a rea
representation of the process because it is built based on eithe
principles or well-established correlations for individual sub-pr
cesses developed independently. One can thus use the mathe
cal model with much greater confidence to describe not only 

Fig. 3. Comparison between the experimental and computed pro-
jected particle number densities in a cold model of flash-
furnace shaft: (top) experimental and (bottom) computed
(Double-entry injector; 150 mm below the jet entry; air flow
rate=0.014 Nm3/min for primary and 0.084 Nm3/min for
secondary). ––– Double-entry injector with 22.0 mm OD
inner tube; ········ Double-entry injector with 12.7 mm OD
inner tube; ----- Single-entry injector with 25.4 mm ID.

Fig. 4. Comparison of the computed and measured results along
the centerline of a laboratory flash furnace shaft [Condi-
tions for the tests are given in Hahn and Sohn, 1990].
Korean J. Chem. Eng.(Vol. 20, No. 3)
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sulfide-smelting processes under various operating conditions but also
other systems involving a particle-laden gas jet of a similar overall
flow configuration. We then applied the computer code to the de-
scription of minor-element behavior [Seo and Sohn, 1991], which
is an important problem in any smelting process.

Fig. 4 shows a typical comparison between the model predic-
tions and laboratory measurements in terms of the SO2 concentra-
tion in the gas and sulfur content in the particles at various axial
positions along the centerline of the furnace shaft [Hahn and Sohn,
1990]. The overall agreement is satisfactory, except near the fur-
nace bottom. The discrepancy toward the bottom of the furnace is
due to the air leaking into the furnace through an opening through
which the sample probe is inserted. It is particularly noteworthy
that the model adequately predicts the particle ignition point, after
which the reaction is very fast. A similar comparison between our
model predictions and measurements obtained by Outokumpu Co.
in their pilot plant is shown in Fig. 5. The top figure shows the SO2

and O2 concentrations along the central axis from the burner, as well
as the amount of oxygen used in the oxidation of metal contents.

The second graph is for the case in which the feed gas was
heated. Considering the complexity of the process and the fac
the pilot-plant measurements were made completely independ
from our computation, the agreement is remarkable. The bot
graph compares the temperature profiles for these two cases. A
the agreement is very good.

Based on the confidence obtained by the good agreemen
tained between the model predictions and many other experim
tal results obtained in our laboratory, the computer model was u
to analyze the operation of an industrial flash smelting furnace [H
and Sohn, 1990; Perez-Tello et al., 2001; Itagaki et al., 2002]. 
most notable aspects of the predictions for a flash-smelting furn
are:

(1) By giving a radial velocity component to the solid particl
at the burner tip, particle dispersion becomes more uniform in
furnace, and thus a larger portion of the furnace volume can be
lized for smelting. This is consistent with the new burner dev
oped by Outokumpu Co. 

(2) The oxidation reaction is essentially completed within a fr
tion of the total height typically used for most commercial uni
There are a number of reasons why the furnace height cannot 
short as what the calculated result would indicate, such as less 
tive recycle materials and agglomeration of the feed concent
However, the heights of industrial flash furnaces may, in gene
be excessive. In fact, the fact that the height of a commercial 
nace can be substantially reduced has been demonstrated b
Hidalgo Smelter of Phelps-Dodge Company (Playas, New Mexi
They removed the top 3 m out of the original 13.5 m from their f
nace without any undesirable effects. The associated benefits
cluding reduced heat loss and refractory requirement, need no
ther mention.

(3) A large number of “test runs” can be made with the co
puter simulation without the highly expensive and time-consum
plant tests.

NOVEL SOLVENT EXTRACTION PROCESS

Large operations exist in the chemical and metallurgical ind
tries in which solvent extraction is used to separate, purify, and 
centrate values in aqueous solutions [Lo et al., 1983; Alegret, 1
Jackson, 1986; Blumberg, 1988; Ricci, 1980]. The application
solvent extraction to metal extraction started from the separatio
uranium from its ore [Ricci, 1980] and the treatment of spent re
tor fuel to separate plutonium from uranium and its fission pro
ucts [Ricci, 1980; Stoller and Richards, 1961]. Since then, the 
of solvent extraction grew rapidly [Lo et al., 1983; Alegret, 198
Jackson, 1986; Blumberg, 1988]. Two characteristics of the 
vent extraction process make it an attractive method for purify
and concentrating solutes dissolved in a solvent: Firstly, solutes
be selectively removed and secondly, they can be concentrated
a dilute solution. Most solvent extraction processes for metal 
traction use mixer-settler contactors [Lo et al., 1983; Jackson, 19
In the nuclear industry, the most often used contactors are the 
columns and the mixer-settlers [Extraction '84, 1984], but more
cently the centrifugal extractors have become popular for certain
plications [Schulte, 1998].

Fig. 5. Comparison of the computed and measured results along
the centerline of an Outokumpu pilot flash furnace shaft
[O2 (MexOy) denotes the percent of input O2 consumed to
produce metal oxides. Conditions for the tests are given in
Hahn and Sohn, 1990].
May, 2003
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Ideally, the contactor must be simple with few, if any, moving
parts. The simplest of these is the spray column in which the heavy
and the light phases flow counter-currently in a vertical vessel. Ei-
ther one of the phases can be the continuous phase with the other
being the dispersed phase. Although these types of contactors have
the advantages of simple structure with no moving parts, they suffer
from relatively low throughput rates (due to their dependence on
the small density difference between the two liquid phases) and,
most importantly, from severe backmixing which greatly reduces
the extraction efficiency and thus necessitates large heights.

The mixer-settler equipment, on the other hand, can be operated
under conditions wherein near equilibrium between the two phases
is assured. However, it has the disadvantages of considerable com-
plexity of construction and operation due to the requirement of im-
pellers for stirring, interstage pumping, and piping. Furthermore,
cleaning and maintenance are quite difficult, especially when cor-
rosive and/or particle-laden liquids are processed [Schulte, 1998;
Laddha and Degaleesan, 1978].

Centrifugal extractors are compact and provide good contact be-
tween the two immiscible liquids, but have highly complex struc-
ture and configurations. For this reason, their operation is difficult
and costly. They also provide relatively short contact time and thus
are not suitable for solvent extraction systems that have slow ki-
netics. Other types of contactors that are in use all have internal struc-
tures that add varying degrees of complexity and limit the through-
put rate per unit volume of the equipment.

A novel solvent extraction process, which overcomes the disad-
vantages of the existing processes described above, has been de-
veloped in the author’s laboratory [Sohn and Doungdeethaveera-
tana, 1998]. The process is carried out in a horizontal countercur-
rent contactor, in which the liquid-liquid emulsion is generated by
a series of bottom-blown gas jets, as shown in Fig. 6. The gas jet
creates a plume zone consisting of an emulsion of the two liquids
that contains a large interfacial area for rapid mass transfer. The two
liquids then disengage and flow in the opposite directions before
entering another plume zone. Since the agitation of the two phases
and the formation of the emulsion are caused by gas jets, this con-
tactor has no mechanical moving parts and few internal accesso-
ries. Thus, the process combines the simplicity of a cylindrical vessel
having no moving parts with the contacting efficiency of a mixer-
settler as shown below. The equipment is inexpensive to build and
operate, and is easy to clean. An important additional advantage of
this contactor over mixer-settler equipment is the fact that all the
gas can be recirculated, which eliminates solvent loss by evapora-

tion and also prevents mist problems, both of which cause envi
mental pollution in addition to the loss of process materials. F
thermore, any desired gas atmosphere can be maintained in thi
tem, depending on the required extraction chemistry. The agita
by a gas jet provides a milder and more uniform shear than 
mechanical agitator, and thus generates more uniform droplets [Z
and Sohn, 1995] (with fewer very small ones) that coalesce m
easily in the phase disengagement zone between the plumes
will also reduce the problem of crud (third phase) formation, wh
plagues many solvent extraction operations.
1. Results of Continuous Extraction Test

The performance of the new extraction process has been te
in an apparatus illustrated in Fig. 6 comprising a horizontal cl
plastic vessel with 21 holes along the bottom at 10-cm interval
accommodate gas injection at variable intervals [Sohn and Dou
deethaveeratana, 1998]. The vessel had a circular cross-sectio
the dimensions of 28.3 cm diameter and 2.4 m length. For a c
tinuous countercurrent extraction test, four injectors at 40 cm in
vals were used. The heavy phase was an aqueous solution o
per with an initial concentration of 512 ml/L and pH of 2.15. Th
light phase was a high-flash-point kerosene containing 2 wt% L
860. LIX 860 is one of a number of copper extractants that are c
mercially available. The diameter of the injectors was 0.56 cm, 
the gas velocity at the injector tip was 39 m/s. The flow rate of 
organic phase as well as that of the aqueous phase in the vess
0.25 L/min. The depth of each phase was 3.8 cm.

A typical example of the test results is plotted as the middle 
in Fig. 7 relative to the equilibrium isotherm. The solution concen
tions were measured as the liquids left the mixing zones. The in
copper concentration was reduced from 512 mg/L to about 4 m
The efficiency of the mass transfer in the plume generated by
bottom gas injection is seen to be excellent [The reason why the
perimental points taken inside the vessel are not on the oper
line is mainly because of the complex nature of the flow patte
which makes it difficult to take samples with the average conc

Fig. 6. Schematic diagram of the novel solvent extraction process.

Fig. 7. Result of continuous countercurrent solvent extraction test
(The points on the middle curve, from right to left, repre-
sent the copper concentration in the aqueous phase vs. tha
in the organic phase before plume 1, between plumes 1 and
2, etc., up to the region after plume 4).
Korean J. Chem. Eng.(Vol. 20, No. 3)
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trations in the particular regions. The copper concentration in the
final exit aqueous stream gives the correct final degree of extraction.].
2. Interfacial Area

In order for the process to be industrially feasible, the emulsion
generated by the bottom-injected gas jet must have a sufficient in-
terfacial area so that the mass transfer rate may be reasonably rap-
id. The interfacial area between the two liquid phases in an emul-
sion generated by bottom gas injection can be estimated using the
results of previous work on the drop-size distribution [Zaidi and
Sohn, 1995] and the dispersed-phase holdup [Lee and Sohn, 1996]
in such emulsions. As discussed below, it has been shown in this
work that sufficient interfacial area between the organic and aque-
ous phases can be generated by bottom gas injection. Furthermore,
the interfacial area as well as the drop-size distribution can be con-
trolled by a judicious selection of the gas flow rate and equipment
design factors.

The interfacial area per unit volume of the emulsion a is related
to the mean drop size and the volume fraction of the dispersed phase
φ by the following equation [Zaidi and Sohn, 1995; Lee and Sohn,
1996]:

(2)

Here, d32 is the Sauter mean diameter of the drops, which is the di-
ameter of the drop having the same volume-to-surface-area ratio as
the ratio of the sum of the volumes of all drops to the sum of the
surface areas of all the drops.

The Sauter mean diameters of water droplets in kerosene in a
bottom-gas-injected liquid-liquid system were measured and corre-
lated with operating conditions [Zaidi and Sohn, 1995]. The exper-
iments were carried out in a 1.5 m long, 0.76 m wide, and 0.76 m
high Plexiglas tank. The tank had holes on the bottom to accom-
modate injectors. Compressed air was injected into the tank con-
taining water and kerosene to form the emulsion. Water was the
dispersed phase in this system.

A large specific interfacial area provides a rapid mass transfer
rate. On the other hand, the formation of small droplets needs to be
avoided because they cause a difficulty with respect to settling and
phase disengagement [Nyman et al., 1995]. Therefore, the proper
control of drop-size distribution and specific interfacial area is impor-
tant. The values of d32 and a obtained in this work are compared in
Table 3 with those for other solvent extraction systems reported in
the literature. It is seen that bottom gas injection can generate emul-
sions with a wide range of specific interfacial areas, including those

typical of mixer-settler operations.
3. Degree of Backmixing and the Residence-Time-Distribu-
tion Analysis

As mentioned above, an efficient solvent extraction process
quires minimum backmixing of each liquid phase in the direct
of its overall flow. For counter-currently flowing immiscible liq
uids in a channel reactor with bottom gas injection at certain
tervals, identical to the solvent extraction process described in
article, Iyer and Sohn [Iyer and Sohn, 1994] carried out a dis
sion analysis to compare the degree of backmixing in such a 
tem with that in continuous stirred tank reactors in series, much 
in mixer-settlers. The degree of backmixing in a channel rea
was expressed by the spread in the measured exit-age distrib
curves for a vessel that is identical to that used for the continu
extraction test described earlier [Iyer and Sohn, 1994]. They de
mined that the new solvent extraction process with just four to
injectors is expected to behave like ten or more mixer-settler
series, depending on the gas injection conditions, as far as th
gree of backmixing is concerned. With a longer channel reactor
more gas injectors, the degree of backmixing can further be redu
The backmixing and flow characteristics in a countercurrent cha
reactor were further determined in a much larger apparatus with
diameter and 7.2 m length. The resident-time distribution and mix
characteristics in this larger unit were well correlated with the eq
tions developed in the smaller unit [Iyer and Sohn, 1994]. Ba
on this observed flow behavior, extraction efficiencies in the lar
unit are expected to be in a similar range to those in the smaller

The overall fluid flow and mixing phenomena in such a chan
reactor were investigated, and its residence-time distribution (R
was analyzed based on an ideal-reactor-network model [Iyer 
Sohn, 1994]. This model is based on the observed flow pattern
the various liquid phases with high-strength bottom gas injecti
as shown schematically in Fig. 8 around an injector. In this mo
the plume region above an injector was modeled as a contin
stirred tank reactor (CSTR). Since the gas is injected with high
ergy and the bath is rather shallow, the fluids in the plume reg
are very well mixed as in a CSTR. Observation of the fluid flo
around each plume indicated that a recirculating flow is set up
either side of the plume [Iyer and Sohn, 1994]. Thus, these reg
were modeled as recycle plug-flow reactors. A schematic diagram
the combination of ideal reactors used to model the region aro
each plume, including the plume itself, is shown in Fig. 8. The 
cycle reactors were assumed to equally share the distance be
the two plumes.

a = 
A
Ve

-----  = 
6 φ〈 〉
d32

----------.

Table 3. Comparison of d32 and a from this study with those for other solvent extraction systems

Apparatus d32 (mm) Hold-up (-) a (m−1) Refs.

Bottom gas injection 4-6 0.03-0.4 40-1,500 Sohn and Doungdeethaveeratana, 1998
Pulsed columns (with sieves or packed) 1-3 0.1-0.4 200-2,400* Garg and Pratt, 1983; Schmidt, 1983; Simons, 1

Rauscher and Blass, 1992; Batey et al., 1983
100-30000, Simons and Nap, 1983

Rotating disk or impeller column 1-4 0.1-0.2 150-1,200* Zhu et al., 1983; Fei and Slater, 1983; Lee and Kim
Mechanically agitated tank 1-3 600-2,000* Husung et al., 1983; Laddha and Degaleesan, 198

*Calculated based on drop size and holdup given in the listed references. When the holdup value was not given, a typical vaof 0.3
was assumed.
May, 2003



Chemical Reaction Engineering in the Chemical Processing of Metals and Inorganic Materials 421

any

ac-
dual
m-

sec-
f the

est
peak
iffer-
ic-
The model has a single unknown parameter, α (Fig. 8), the
throughput fraction through the combined recycle reactor section.
This parameter was determined from the experimental RTD results
and correlated against operating variables. All other model vari-
ables are determined as functions of α and the known operating
conditions.

The model equations are based on the RTD response of the in-
dividual ideal reactors. The RTD response E(t) of a plug-flow reac-
tor (PFR) to a pulse input can be written as

E(t)=δ(t−τP). (3)

where δ is the Dirac delta function and τP is the mean residence time
of the PFR.

The CSTR response to a similar pulse input is

(4)

where τC is the mean residence time of the CSTR, and the RTD re-
sponse for the recycle reactor in the heavy phase is

E(t)=α(1−α)n{δ[t−τp−n(τP+τR)]} (5)

where τR is the mean residence time of the top recycle reactor, and

n=integer .

Considering a CSTR with a normalized input function Y(t) such
that

(6)

the RTD response to the input function introduced between time 0
and dθ is given by

(7)

The RTD response to the input function introduced between 
time θ and θ+dθ is represented by

(8)

Therefore, the RTD at any time t is given by

(9)

The model equations for the various combinations of ideal re
tors can be obtained by combining the responses of the indivi
reactors. The RTD of the first recycle reactor unit and CSTR co
bination can be expressed as follows:

(10)

where τ=(2i+1)τP1 and n=integer , assuming τP=τR [Iyer

and Sohn, 1994],
 
while that for the recycle section following the

CSTR can be written as

(11)

where τ=τP1+(2i+1)τP2 and n=integer .

These equations can be extended similarly to further identical 
tions down the length of the reactor by using the response o
previous section as the input function to the next section.

The value of α was determined as the value that gives the b
match between the experimental and calculated values for the 
time and the average residence time (the lowest combined d
ence). A comparison of experimental results with model pred

E t( )  = τC

− 1exp − 
t

τC

----
 

 
 

t  − τP

τP + τR

--------------

Y t( )dt = 1,
t = 0

∞
∫

δE = τC

− 1 Y 0( ) dθ[ ]exp − 
t

τC

----
 

 
 .

δE = τC

− 1 Y θ( ) dθ[ ]exp − 
t − θ
τC

---------
 

.

E t( ) = τC

− 1Y θ( )e
− 

t − θ
τC

---------

dθ.
θ = 0

t∫

E1 t( ) = α 1− α( )n − 1 e
− τp1τC1

− 1Y θ( )e
− 

t − τ − θ
τC1

-----------------

dθ
θ = 0

t − τ
∫

 
 
 

i = 1

n

∑

t − τP1

2τP1

------------

E2 t( ) = α 1− α( )n − 1 E1 t − τ( )[ ]
i = 1

n

∑

t − τP1− τP2

2τP1

-----------------------

Fig. 8. Flow configuration and ideal-reactor-network model of the
bottom-gas-injected solvent extraction process.

Fig. 9. Computed and experimental residence time distribution in
the heavy phase of the bottom-gas-injected countercurrent
liquid-liquid process [αααα=0.025. Detailed test conditions are
given in Iyer and Sohn, 1994].
Korean J. Chem. Eng.(Vol. 20, No. 3)
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tions of heavy-liquid RTD behavior for three different cases is shown
in Figs. 9 through 11. It can be seen that there is an overall excel-
lent fit between the predicted and the experimental RTD curves.
The fluctuation in the E(t) value is due to the response characteris-
tics of the idealized recycle reactor unit. The recycle reactor output
consists of pulses at intervals of (τP+τR) (assumed equal in this work
[Iyer and Sohn, 1994]) entering the CSTR. When the CSTR’s nom-
inal residence time is small (large α), the magnitude of the fluctua-
tion becomes large. Even for the largest value of α, the time for the
peak and the average residence time are represented satisfactorily.
Fig. 12 presents the correlation for α against the experimental con-
ditions represented by ε formulated by a dimensional analysis:

(12)

where ρ is the density, Q is the volumetric flow rate, h is the liqu
depth, L is the distance between the adjacent gas injectors, A i
cross-sectional area perpendicular to the overall liquid flow, a
the subscripts 1 and 2 represent, respectively, the heavy and the
liquid phases.

For the light phase, the model equations are similar to those
the heavy-liquid calculations. The response of the first recycle
actor and CSTR combination is identical to Eq. (10). For the P
unit downstream of the CSTR, the RTD response is given by

E2(t)=0 for 0<t<τP1

E2(t)=E1(t−τP2) for t>τP2 (13)

These equations can also be extended, as in the heavy-liquid 
to additional identical sections throughout the length of the rea
by using the response of the previous section as the input fun
to the next section. A comparison of model predictions with exp
mental results for the light-phase is shown in Fig. 13.

The correlation for the parameter β for the recycling zone of the
light phase is given in Fig. 14. The operating conditions are re
sented, based on a dimensional analysis, by a single dimensio
group γ defined by

(14)

The correlation for α was applied to operations in a much larg
vessel (1 m diameter and 7.2 m length) to test its suitability for sc
up. A comparison between the experimental result and the m
prediction is shown in Fig. 15, which shows an excellent agreem
The large-scale test for the light phase was not performed becau
the limitations on handling a large quantity of hazardous chemic

ε = 
ρ1QL1

ρgQg

------------- 
  h1

L
---- 

  1+ 
h2

h1

----
ρ2

ρ1

-----
πdinj

2

4A1

---------- 
 

2

.

γ = 
ρ2QL2

ρgQg

-------------h1

L
---- 1+ 

h2

h1

----
ρ2

ρ1

-----
πdinj

2

4A2

---------- 
 

2

.

Fig. 10. Computed and experimental residence time distribution
in the heavy phase of the bottom-gas-injected countercur-
rent liquid-liquid process [αααα=0.225. Detailed test condi-
tions are given in Iyer and Sohn, 1994].

Fig. 11. Computed and experimental residence time distribution
in the heavy phase of the bottom-gas-injected countercur-
rent liquid-liquid process [αααα=0.644. Detailed test condi-
tions are given in Iyer and Sohn, 1994].

Fig. 12. Variation of αααα with εεεε in the heavy phase of the bottom-gas-
injected countercurrent liquid-liquid process.
May, 2003



Chemical Reaction Engineering in the Chemical Processing of Metals and Inorganic Materials 423

ack-
ree

-

The residence-time distribution represents the degree of b
mixing of fluid elements as they flow through a vessel. The deg

Fig. 13. Computed and experimental residence time distribution
in the light phase of the bottom-gas-injected countercur-
rent liquid-liquid process [ββββ=0.601. Detailed test condi-
tions are given in Iyer and Sohn, 1994].

Fig. 14. Variation of ββββ with γγγγ in the light phase of the bottom-gas-
injected countercurrent liquid-liquid process.

Fig. 15. Computed and experimental residence time distribution
in the heavy phase of a large-scale model of the bottom
gas-injected countercurrent liquid-liquid process [αααα=0.181.
Detailed test conditions are given in Iyer and Sohn, 1994].

Fig. 16. Variation of normalized variance σσσσθθθθ
2 with εεεε in the heavy

phase of the bottom-gas-injected countercurrent liquid-
liquid process.
Korean J. Chem. Eng.(Vol. 20, No. 3)
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of backmixing can be represented by the normalized variance σθ
2=

σ2/t2 of the residence-time distribution [Levenspiel, 1999]. Iyer and
Sohn [1994] developed correlations for σθ

2 for the heavy and light
phases of the bottom-gas-injected counter-flow system against the
dimensionless groups ε and γ, respectively, as shown in Figs. 16
and 17. The range of σθ

2 between 0.05 and 0.3 for the heavy phase
corresponds to the degree of backmixing for 3 to 20 CSTR’s in series.
The σθ

2 values ranging from 0.1 to 0.15 for the light phase are equiv-
alent to the degree of backmixing in 5 to 11 CSTR’s in series. This
is quite comparable to the mixer-settler systems commonly used in
metallurgical solvent extraction, in which a mixer cell is equivalent
to a CSTR.

This work has shown how a judiciously constructed network of
ideal reactors can be used to represent the residence time distribu-
tion of a system in which rather complex flows of liquids take place.
The ideal-reactor-network model discussed here further enables one
to analyze and predict the rate of mass exchange between the two
liquid phases by mass transfer and chemical reaction when com-
bined with the emulsion characteristics discussed earlier and the
mass transfer characteristics in such liquid-liquid emulsions [Iyer
and Sohn, 1993].

FLUIDIZED-BED REACTOR MODELING
FOR GAS-SOLID REACTIONS

Many fluidized-bed processes for non-catalytic gas-solid reac-
tions are operated in the bubbling fluidization mode. Numerous in-
vestigations have been carried out to elucidate the phenomena occur-
ring in a bubbling gas-fluidized bed, and many models have been

proposed to describe the gas and solid behaviors. The most w
accepted model is the two-phase model [Kato and Wen, 1969; P
1972; Werther, 1978], in which a fluidized bed is pictured as c
sisting of a bubble phase that forms from the excess gas flow a
the minimum fluidization velocity and an emulsion phase that
similar to the bed in incipient fluidization [Davidson et al., 1997
A number of different versions of the two-phase model have b
proposed. Among them, the Kunii-Levenspiel model [Kunii a
Levenspiel, 1991] incorporating the Davidson bubble and wake [C
and Clift, 1985] is most widely used. Along with the movement
gas in the fluidized bed, the solid particles are dragged upwar
clouds or wakes by the bubbles and descend by gravity in the e
sion phase. Fresh particles may be fed continuously to the bed
discharged either through an overflow pipe or by entrainmen
gases. Particle size and density may change in a non-catalytic 
tion, and particles of the same size have different residence tim
the bed. The elutriation rate depends on particle size. All of th
must be accounted for in order to predict and control the beha
of the solids in such a fluidized bed process.

Zhou and Sohn [1996] used the bubble assemblage model t
scribe the bed behavior with several new features. A particle-s
dependent reaction-rate expression, which takes into accoun
particle-size distribution of the solid, was incorporated to calcu
the concentration profile of reactant gases in the bed. This rate
pression is more realistic than those previously used [Fuwa e
1978; Youn and Park, 1989]. The particle-size distribution in 
bed was calculated by a population balance. The model assu
that the solid particles are well mixed throughout the bed, but 
gas concentrations vary with the bed height. This makes the m
applicable to industrial application where the concentrations of re
tant gases may change substantially along the bed height. This m
was applied to the analysis of the fluidized-bed chlorination of ru

Fig. 17. Variation of normalized variance σσσσθθθθ
2 with γγγγ in the light

phase of the bottom-gas-injected countercurrent liquid-
liquid process.

Fig. 18. A schematic representation of the bubbling fluidized bed.
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incorporating the experimentally determined intrinsic chlorination
kinetics.

With reference to the schematic representation of a fluidized bed
shown in Fig. 18, the specific features of the model are:

(1) The bed consists of three regions: bubble, cloud, and emul-
sion. The gases are exchanged between these regions. Considering
other uncertainties in the fluidized-bed model, such as the estima-
tion of gas-interchange parameter and chemical kinetics, the descrip-
tion of the fluidized bed was simplified by neglecting the mass-trans-
fer resistance between the bubble and cloud phases and consider-
ing the cloud as part of the bubble phase. The exchange of gaseous
species was accordingly simplified to be between the bubble and
the dense phases, as has been done before [Youn and Park, 1989;
Drinkenburg and Rietema, 1972; Burkur et al., 1974; Rhee and Sohn,
1990].

(2) Fresh rutile particles are fed continuously and mixed with
existing particles instantaneously. They react with the gases while
being dragged up by the bubbles and descending in the emulsion,
and leave the bed either through an overflow pipe or by elutriation.

(3) The gas compositions in the bubble and emulsion phases
change with bed height, but the solids are assumed uniformly mixed
throughout the bed.

(4) The horizontal variation of gas concentrations in each phase
can be neglected.

(5) The bed is operated under an isothermal condition due to the
rapid mixing in the bed.

The gases flow through the bubble and emulsion phases, while
exchanging mass between the phases. The gas-phase mass balances
in these two phases can be expressed as follows: 

(15)

(16)

where fg, j is the fraction of the bed volume occupied by gas in phase
j; Kbe is the interchange coefficient for gas between the bubble and
the emulsion phases based on the bubble volume; and ri, j is the con-
sumption rate of reactant gas i per unit volume of the fluidized bed
at a particular height in phase j; and δ, the fraction of the bed vol-
ume occupied by the bubbles, is given by [Kunii and Levenspiel,
1991],

(17)

The rate expression for the chlorination of rutile was experimen-
tally determined as follows [Sohn et al., 1998]:

(18)

The mathematical model developed in this work considers the
separate variations of the gas concentrations in the bubble and emul-

sion phases with bed height. With the assumption of steady 
and perfect mixing of solid particles in the bed, an overall mass 
ance of the solid gives [Kunii and Levenspiel, 1968; Levenspie
al., 1968]

(19)

and

(20)

In the bubble phase,

 (21)

A similar equation is written for the emulsion phase. In the prec
ing equations, F0 is the feed rate of solids with a particle-size de
sity function of P0(r); F1 is the withdrawal rate of solids with a par
ticle-size density function of P1(r); F2 is the elutriation rate of solids
with a particle-size density function of P2(r); ρ is the mass density
of solid; yb is the fraction of the entire solid present in the bubb
phase; w is the solid weight per unit volume of the bed; r is the 
ticle radius; and V is the volume of a particle.

The mass balance of solid in the particle-size interval r to r
in terms of rate gives,

(22)

The formulation of the quantitative expressions of the vario
terms in the above conceptual balance equations is described
where [Zhou and Sohn, 1996]. The resulting model equations w
applied to the cases of single-sized and multi-sized feeds.

− fg b, Ub

dCAb

dZ
-----------  = δKbe CAb − CAe( ) + fg b, − rg b,( )

− fg e, Ue

dCAe

dZ
----------  = δKbe CAe − CAb( )  + fg e, − rg e,( )

δ = 

U0 − Umf

Ub + Umf

------------------  when Ub

Umf

εmf

-------≅

U0 − Umf

Ub

------------------  when Ub 5
Umf

εmf

-------≅








dr
dt
----- = − kv RT( )1.29Cco

0.55CCl2
0.74.

F0 − F1− F2 = 

rate of solid consumption in
size interval r to r + dr

in the whole bed 
 
 
 

all r
∑

Rate of mass consumption
in the size interval r to

r + dr per unit
volume of the bed 

 
 
 
 

 = 

rate of mass consumption
in the size interval r to
r + dr in bubble phase

per unit volume of the bed 
 
 
 
 

+ 

rate of mass consumption
in the size interval r to
r + dr in emulsion phase

per unit volume of the bed 
 
 
 
 

.

Rate of mass consumption
in the size interval r to
r + dr in bubble phase

per unit volume of the bed 
 
 
 
 

 = ρ

number of particles in
the interval r to r + dr
in bubble phase per

unit volume of the bed 
 
 
 
 

rate of volume
decrease for

one particle in
bubble phase 

 
 
 
 

×  = ρ ybwP1 r( )dr

ρ 4
3
---πr3

 
 

--------------------------dV
dt
-------

 
 
 
 
 

Solids
entering in

the feed 
 
 
 

 − 

solids
leaving in
overflow 

 
 
 

 − 

solids
leaving in
carryover 

 
 
 

+ 

solids shrinking
into the

interval from
a larger size 

 
 
 
 

 − 

solids shrinking
out of the
interval to

a smaller size 
 
 
 
 

− 

solids consumption
due to the

shrinkage within
the interval 

 
 
 
 

 = 0.
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To verify the mathematical model, batch experiments were car-
ried out using a deep bed across which significant changes in gas
concentrations occurred. Since the gas-phase dynamics are much
faster than changes in the solid particles, the steady-state model was
applied to each time increment, yielding the solid-particle-size dis-
tribution and the amount of solids remaining in the bed at various
time increments. This is equivalent to the familiar pseudo-steady-
state approximation applied to the analysis of gas-solid reactions
[Szekely et al., 1976]. This was done because it is difficult to es-
tablish a true steady-state chlorination condition in a small labora-
tory apparatus with a small solid feed rate. An attempt to conduct
the experiment in a true steady-state, continuous condition would
only have introduced additional uncertainties and accompanying
errors.

The most important variables affecting the performance of the
bed and the reaction rate are superficial gas velocity and the ex-
change rate of gases between phases. In general, both chemical and
hydrodynamic factors should be considered in elucidating the reac-
tor performance [Grace, 1974; Chavarice and Grace, 1975; Fryer
and Potter, 1975]. The mathematical model was tested by compar-
ing the computed results with the results of experiments under care-
fully selected conditions in which both the chlorination kinetics and
mass-transfer effects play a significant role. This way, generally valid
verification of the model can be obtained.

Examples of the model predictions compared with the experi-
mental results are shown in Fig. 19 for a feed with a wide size dis-
tribution. It is seen that the mathematical model yields results that
are in good agreement in terms of overall conversion vs. time. The
calculated results of the particle size distributions in the bed and in
the elutriation are given in Fig. 20. This work represents another
example of the application of chemical reaction engineering princi-

ples to the quantitative analysis of a rather complex system inv
ing the chemical processing of inorganic materials.

CLOSING REMARKS

Several examples have been discussed in this article that 
trate the application of chemical reaction engineering principle
the modeling and analysis of complex systems involving the ch
ical processing of metals and inorganic materials. The rapidly
creasing computational capacity enables us to simulate these 
plex systems with increasing accuracies, incorporating greater 
istic details.

It is further noted that this ability to simulate complex system
in greater details specific to each system will result in the merg
of many sub-disciplines of chemical engineering. The separate t
ments of individual aspects, such as fluid flow, reaction rates, 
heat/mass transfer, in a complex process will be replaced to a
creasing extent by more realistic and detailed quantitative ana
by means of mathematical formulations that simultaneously inc
porate a combination of the appropriate sub-disciplines.
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Fig. 19. Experimental data vs. model prediction for the fluidized-
bed chlorination of rutile particles with a wide size distri-
bution (The feed particle size distribution can be found in
Fig. 20).

Fig. 20. Computed particle-size density function in the bed and
elutriation for the fluidized-bed chlorination of rutile par-
ticles with a wide size distribution.
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