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Abstract—In polyolefin processes the melt flow index (MFT) is the most important control variable indicating product
quality. Because of the difficulty in the on-line measurement of MFI, a large number of MFI estimation and correlation
methods have been proposed. In this work, mechanical predicting methods such as partial least squares (PLS) method
and support vector regression (SVR) method are employed in contrast to conventional dynamic prediction schemes.
Results of predictions are compared with other prediction results obtained from various dynamic prediction schemes
to evaluate predicting performance. Hourly MFIs are predicted and compared with operation data for the high density
polyethylene process involving frequent grade changes. We can see that PLS and SVR exhibit excellent predicting
performance even for severe operating situations accompanying frequent grade changes.
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INTRODUCTION

Demand for petrochemical products with high quality and low
price is greatly increasing, especially in modern high density poly-
ethylene (HDPE) markets. Consumers’ requirements have become
increasingly sophisticated and strict for new HDPE products. In
HDPE production operations the melt flow index (MFTI) is the most
important control variable indicating product quality. To meet the
various and stringent requirements for HDPE products such as MFI,
it is imperative to maintain uniformity of HDPE properties during
grade change operations. However, long settling time for each grade
and large overshoots as well as large amount of off-specification
products prohibit achievement of efficient grade transitions in actual
plant operations. It is very difficult to measure MFI on-line during
plant operations. Thus, it is a usual practice to estimate MFI values
in terms of measurable key variables such as temperature, pres-
sure, feed rates of each reactants, etc.

So far a large number of MFI estimation and correlation meth-
ods have been proposed. The estimation method presented by McAu-
ley and MacGregor [1,2] is based on the logarithm of the linear
combination of flow rates of each component. To take into account
unmeasured impurities or disturbances, they employed a constant
term that is updated iteratively. In the estimation model proposed
by Ohshima [3,4] an additional term representing temperature is
included. Oh [5] developed an off-line Excel-based program for
estimating polymer properties. They proposed an empirical predic-
tion model for estimation of instantaneous MFI. Recently, construc-
tion of dynamic model predictive control system was proposed based
on the selection of the most significant operating variable [6].

In this study mechanical predicting methods are employed to pre-
dict MFI in contrast to the application of conventional dynamic pre-
dicting schemes. Mechanical predicting methods have found wide
application areas. Artificial neural network (ANN) was used to fore-
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cast the melting point, which is one of the fundamental physicochem-
ical properties of molecules [7]. ANN was also used to predict poly-
mer properties in batch polymerization reactors [8] as well as to
estimate the glass transition temperature of polymer materials [9].
Partial least squares (PLS) was used to predict solubility parameters
of several materials [10]. For the estimation of MFI, results obtained
by using ANN were reported [11], and the application of weighted
least squares support vector machines (weighted LS-SVM) was ana-
lyzed [12].

In this work, partial least squares (PLS) and support vector regres-
sion (SVR) methods are employed to predict MFTs in the high den-
sity polyethylene process. Results of predictions are compared with
operation data as well as other conventional dynamic predicting
schemes to validate effectiveness of the proposed predicting methods.
1. Theoretical Background of PLS and SVR
1-1. Partial Least Squares (PLS)

The partial least squares (PLS) method is a multiple linear re-
gression model which can be used to model relations between inputs
and outputs with correlations and/or restricted number of data points
[13]. For this capability PLS has been widely used as a powerful
modeling technique for constructing so-called black-box models
from experimental or operational data. In the PLS method the high
dimensional spaces of the input and output data obtained from a
plant are projected onto the low dimensional feature spaces followed
by identification of the best relationship between the feature vec-
tors. More specifically, the high dimensional data matrices X and
Y are projected onto several key factors (T, U) and linear regres-
sion is performed for the relation between these factors. The outer
relations for the output block Y and input block X are given by:

X=TP"+E=Yt,p;+E )
Y=UQ +F=Yu,q,+F )

The coefficient b, combining each block can be found from the fol-
lowing relation:
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ﬁh = bhth (3)

Usually, the least squares method is used to compute the regression
coefficient b,(=u;t,/tt,). In computation of key factors the nonlin-
ear iterative partial least squares scheme is widely used as a com-
puting algorithm. The nonlinear partial least squares method can be
classified into two types: in type I, the inner relations among blocks
are nonlinear and in type II, both the inner and outer relations are
nonlinear. The general form of the type I is given by:

a,=f(t)+R @)

Various models according to the function f have been proposed.
For example, f can take a quadratic form or artificial neural net-
work can be used.

1-2. Support Vector Regression (SVR)

The support vector machine (SVM) has been known as very power-
ful modeling algorithm used to solve classification problems. Because
the formulation of SVMs is based on structural risk minimization
rather than empirical risk minimization, which is employed by other
conventional black-box modeling algorithms such as ANN and PLS,
the SVMs typically show better performance than the conventional
algorithms. In the SVM, a hyperplane dividing the multidimensional
learning data into two groups is identified first. The hyperplane is
used as a determining function to predict the group to which the
unknown data should belong [14]. For given SVM learning data,
the hyperplane is found so that two classes are away from each other
as long as possible according to the label y; (see Fig. 1). In this case
the hyperplane f{x)=w’x+b becomes the determining function. If
the value of f{x) is greater than O for x with unknown label, it is clas-
sified as +1 while it is classified as —1 class when f(x) is less than
0. In this case, the value of 2/|w] is called a margin which repre-
sents the minimum distance between two classes separated by the
hyperplane. Basically, an SVM uses the hyperplane that maximizes
the margin as the determining function.

The problem of estimation of w and b in the determining func-
tion fix)=w’x+b of a SVM can be formulated as a 2"-order pro-
gramming problem (SP,) given by:

minw'w
(SP,): s.t. y(w'x+b)>1, fori=1, ...,/ ®)

The learning data with different labels may not be separated clearly
by the hyperplane. To take into account these overlapping cases,
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Fig. 1. A decision function of SVM (support vector machine).

the relaxed model (SP) may be used instead of the original model
(SPy).

i
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The second term X¢ represents the amount of the error which rep-
resents the degree of mismatch between the leaming data and the
determining function obtained from experienced errors. C is the
relative weight between the margin and the experienced error. In
short, the objective in (SP) identifies the determining function f{x)
which maximizes the margin and minimizes the experienced error.

u= Zcf»‘y[xl
f(x)=w7x+b=20{,‘y,-(x')7x+b ®
Transformation to a specific pace is performed by a kernel func-

tion. The most widely used kernel functions include RBF (radial
basis function) and polynomial kernel. The RBF kernel is given by:

k(x',x')= exp(— |—-—-—-—-—-—-—-|Xl ;_zx/" ) ©)

And the polynomial kernel is given by:
k(x, X)=((x)'Xy (10)

SVM is used to classify the leaming data into “+1” class and ‘~1”
class (see Fig. 1). The support vector regression (SVR) can be con-
sidered as generalization of SVM so that arbitrary real values might
be estimated. In the SVR &insensitive loss function (Eq. (11)) is
used instead of Xe.

L(x, y, H=max(0, ly—f{x)|- &=max(0, ly—(w'x+b)- &) (11

The value of the &insensitive loss function depends on the size of
the estimation error defined by the difference between the actual
value y and the estimated value f(x)=w'x-+b. If the estimation error
is less than & we have L(x, y, f)=0. Otherwise, the loss function

Ls (oyf)

¢ € Y-fix)

Fig. 2. &Insensitive loss function.
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takes the value of the difference between the absolute error and €
as given by L(x, y, f)=ly—f{x)|— & (see Fig. 2). In SVR, the margin
is maximized while maintaining y and f{x)=w’x+b values within
& which can be described as an optimization model given by:

1
minw'w+c) (€ &)

(RP): s.t. y(W'x+b)—y>etg, Vi (12
y—(Wx+by>ete, Vi
£&20, Vi

maxYy(c; - ;)= €y,(c + ) = %Z(a?— a)(d - a)Q,

(RD):st. (¢ —;)=0 (13)
0<a;, i <C, Vi

2. HDPE Process

The HDPE plant at LG petrochemicals (LGPC) consists of two
processes where the polymerization reaction occurs. Fig. 3 shows a
typical slurry polymerization process for the production of HDPE
considered in the present study. Two polymerization reactors are
involved in each process. The polymerization reaction is highly ex-
othermic with reaction heat of about 1,000 kcal per 1 kg ethylene.
Thus, it is required to provide internal cooling coils and appropriate
external cooling systems which remove about 80% of polymeriza-
tion heat. Ethylene, comonomer (1-butene or higher alpha-olefin),
hydrogen, catalyst, activator and hexane as well as continuously
recycled mother liquid are fed into reactors as reactants. About 90-
95% of reactor volume is occupied by reaction slurry. As the reac-
tion pressure builds up, the polyethylene slurry is transported to sub-
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sequent process equipment and the level in the reactor is maintained
within a permissible range. Cake containing diluents is obtained from
the separation of the reaction slurry in the centrifugal separator fol-
lowed by removal of diluents by hot nitrogen gas in the dryer. Then
appropriate additives are added according to final uses. Pelletization
is performed in water. Dried pellets are transferred to an homoge-
nizer and cooled.
3. MFI Prediction Model

McAuley and MacGregor [1,2] proposed an inferential system for
the on-line prediction of MFI of low density polyethylene (LDPE)
produced in the UNIPOL fluidized-bed reactor. They employed
two models: (1) an instantaneous polymer property model that de-
scribes the relationship between process variables and the current
polymer property; and (2) a cuamulative property model that describes
the relationship between the instantaneous and cumulative poly-
mer properties in the reactor. The instantaneous MFI model can be
represented as

_ [, [C],, [C,, [R]
ln(MFIi)—3.51n{ko+kl[C2] +k2[C2] +k3[C2] +k4[C2]}

+ ks(% - Tl) (14)

where the subscript i denotes the i-th reactor, MFI is the instanta-
neous MFI, k; (j=0, 1, ..., 5) denotes parameters, T, is the refer-
ence temperature, T is the temperature of the reactor, and [C,], [C,]
and [C,] are the concentrations of ethylene, 1-butene and high alpha-
olefin, respectively. And [H,] and [R] are the concentrations of hy-
drogen and co-catalyst.

The corresponding cumulative MFI model is given by
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Fig. 3. A schematic of slurry polymerization process for the production of HDPE.
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Table 1. Scaled parameters used in the MFI estimation models’

Parameter Scaled value [-] Equation
k, 0.0726 (14)
k, 0.3298 (14)
107 2.2 (16), (21)
o 0.6 (16), (21)
o 1.1 (16), (21)

—-0.286
d(MFI,(t) ) _ —LMFL(t)_O'ZSG _ —l-—MFL.(t)_MSé (15)

dt 1) )

where MFI, and MFI, denote MFIs of cumulative polymer and in-
stantaneous polymer, respectively.

Ohshima et al. [3] suggested an instantaneous MFI estimation
model based on the assumption that reaction time is much shorter
than the residence time in the reactor and the typical polymer struc-
ture is similar with each other [4]. Their model is a linear combina-
tion of concentration ratios of each reactants and logarithm of cata-
lyst and temperature terms and is represented as
H], [C], [C]

T TN RN

+ a,log[R] + aslog(T) (16)

log(MFI))=f6+ o,

where the subscript i denotes the i-th reactor, MFI is the instanta-
neous MFI, fand ¢ (j=0, 1, ..., 5) denotes parameters.
Again the corresponding cumulative MFI model can be given

by

dlogMFL)) _ _L 00 mFit)) - —-——10g(MFI ®) 17)
dt ni(t) 7i(t)
where 7; represents the residence time of polymer in the reactor.
Table 1 shows key scaled parameters used in Eq. (14), (17) and (21).
Cumulative MFT models for each process unit except the extruder
are given by

dlog(MFI(t)) _ 1

- 1o MFLL ()

(t)log(MFl L0)(@=1, 2 and 3) (18)

By assuming time delay of T,, the extruder can be represented as
log(MFL(t))=log(MFI(t-T,) (19)

M1

All of the four units (reactor, flash drum/separator, dryer and ex-
truder) described above are shown in Fig. 4, where each unit is de-
noted by 1, 2, 3 and 4. In Fig. 4, MFI, is the MFI of polymer pro-
duced at unit g, MF], is the instantaneous MFI produced in the reac-
tor and MFI,, is the MFI of polymer powder.

The MFI prediction model proposed by Sato [15] consists of two
inputs (flow rates of hydrogen and butane) and two outputs (cumu-
lative MFT and density):

35
113 (Gl , . [Hs]
MFI, —exp{bT( )} {bo b+ b Cz]} 20)
where b, ; ., are model parameters.
Oh [5] presented an empirical instantaneous MFI estimation model
that predicts instantaneous properties of polymer. The ratio of the

amount of feeds instead of concentrations of each component is
used in this model, which is given by

[Hz])
[C.]
+a,FC,C, ;+ ,FC,C,, 21)

log(MFL,,.,) = o+ oglog(T),+ allog<

where FC,C, represents the ratio of the feed rate of propylene to that
of ethylene and FC,C, denotes the ratio of the feed rate of 1-butene
to that of ethylene. Again, ., a, ;. _; are model parameters.

RESULTS AND DISCUSSION

In the present study one of the parallel reactors of the HDPE plant
(LG petrochemical Co.) was selected as the target process. The range
of the predicting interval was from 12 A.M. on December 7, 2008,
to 3 PM. on December 9, 2008. The ratio of hydrogen rate to ethyl-
ene rate (Q), the rate of pure hexane fed into the reactor (HDH),
the amount of recycled hexane (HMH), and the reaction tempera-
ture (RxT) were found to be affecting the MFI most significantly
and were chosen as input variables. Fig. 5 shows general trend of
input variables as well as that of MFIs.

The configuration of input data for training in PLS is the same
as that in SVR. First, the input data were divided into three cases
(CASE 1, CASE 2 and CASE 3) before prediction and the pre-
dicted MFIs were compared with measured MFIs during opera-
tion. Table 2 shows the configuration of input data for each case.
MFI(t-1) and MFI(t-2) represents past MFIs at 1 and 2 hours before,
respectively.

The prediction performances of the three cases of PLS, SVR and

''''''''''''' MI 3 Extruder

............. . MI

T

Fig. 4. Four sequential process units with time delays.
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Fig. 5. Trends of 4 input variables and MFI data.

four different MFI prediction models can also be assessed from Table
3, which lists the root-mean-squared errors(RMSEs) between the
measured and predicted values of the melt indices computed by:

November, 2010

Table 2. The Configuration of input and output data for training:
(a) CASE 1, (b) CASE 2 and (c) CASE 3

@ () ©
Input dataOutput data Input dataOutput data Input dataOutput data
ETH  MFI ETH MFI ETH MFI
HDH HDH HDH
HMH HMH HMH
Q Q Q
RxT RxT RxT

MFI(t-1) MFI(t—1)

MFI(t—2)

Table 3. RSME:s for the Models for Melt Indices

Modeling method RSMEs for the testing data sets
CASE.1 PLS 2.72
SVR 3.08
CASE.2 PLS 2.92
SVR 2.88
CASEJ3 PLS 2.87
SVR 2.85
Model 1 (McAuley) 3.04
Model 2 (Ohshima) 2.83
Model 3 (Sato) 2.98
Model 4 (Oh) 2.99

RMSE= /i—(y';y')z 22)

Fig. 6 shows results of prediction by PLS and SVR as well as
measured MFIs for each case. As can be seen, inclusion of past data
in the prediction gives better predicting performance. But results of
prediction for CASE 2 (includes past data at 1 hour before) do not
show significant difference from those for CASE 2 (includes past
data at 1 and 2 hours before). This means that inclusion of long range
past data in the prediction does not necessarily improve predicting
performance. From Fig. 6, we can see that prediction by SVR ex-
hibits better tracking performance than that by PLS.

For the interval of rapid changing MFI, results of prediction by
PLS and SVR were compared with those obtained from existing
prediction models. Fig. 7 shows the performance of prediction using
the model by McAuley (Model 1) as well as that using proposed
PLS and SVR methods. We can see that PLS and SVR exhibit bet-
ter predicting performance than Model 1. For the prediction from
14" hour to 25" hour, Model 1 shows significant predicting errors
compared to PLS and SVR. Fig. 8 shows the performance of pre-
diction using the model by Ohshima (Model 2) as well as that us-
ing proposed PLS and SVR methods. We can see that PLS and SVR
show better tracking performance than Model 2. Model 2 exhibits
significant predicting error for rapid changes in MFIs. Fig. 9 shows
the performance of prediction using the model by Sato (Model 3)
as well as that using proposed PLS and SVR methods. We can see
that PLS and SVR exhibit better predicting performance than Model
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3. For the prediction from 14" hour to 25" hour, Model 3 shows
significant predicting errors compared to PLS and SVR as in the
case of Model 1. Fig. 10 shows the performance of prediction using
the model by Oh (Model 4) as well as that using proposed PLS and
SVR methods. Again, we can see that PLS and SVR exhibit better
predicting performance than Model 4. For the prediction from 14"
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Fig. 8. Comparison of predicted MFI by PLS, SVR and Model 2
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hour to 25" hour, Model 4 shows significant predicting errors com-
pared to PLS and SVR. In short, the proposed predicting methods
based on PLS and SVR show better tracking performance than other
predicting methods reported so far.

CONCLUSION

In high density polyethylene (HDPE) processes the melt flow
index (MFI) is the most important control variable indicating prod-
uct quality. Because of the difficulty in the on-line measurement of
MFI, many MFI estimation and correlation methods have been pro-
posed. In this work, mechanical predicting methods such as partial
least squares (PLS) method and support vector regression (SVR)
method are employed in contrast to conventional dynamic predic-
tion schemes. Results of predictions are compared with other pre-
diction results obtained from various dynamic prediction schemes
to evaluate predicting performance. We evaluated four different pre-
dicting models reported so far to demonstrate the effectiveness of
the proposed predicting methods based on PLS and SVR. Hourly
MFTs are predicted and compared with operation data for the high
density polyethylene process involving frequent grade changes. We
can see that PLS and SVR exhibit excellent predicting performance
even for severe operating situations accompanying frequent grade
changes. On-line application of the proposed predicting methods in
the plant operation is yet to be investigated.
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