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Abstract−Cellulose is among the most important and abundant biopolymers in biosphere. It is the main structural

component of a vast number of plants that carries vital functions for plant growth. Cellulose-based materials have been

used in a variety of human activities ranging from papers and fabrics to engineering applications including production

of biofuels. However, our understanding of the cellulose structure in its native form is quite limited because the current

experimental methods often require separation or purification processes and provide only partial information of the

cellulose structure. This paper aims at providing a brief background of the cellulose structure and reviewing the basic

principles, capabilities and limitations of the cellulose characterization methods that are widely used by engineers dealing

with biomass. The analytical techniques covered in this paper include x-ray diffraction, nuclear magnetic resonance,

and vibrational spectroscopy (infrared, Raman, and sum-frequency-generation). The scope of the paper is restricted

to the application of these techniques to the structural analysis of cellulose.
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INTRODUCTION

Cellulose is among the most important polysaccharides, yet native

cellulose in intact biomass is quite challenging to characterize. Cellu-

lose is a linear polymer of β-D-glucose linked by the 1,4-glycosidic

bond, but this simple molecular description is not sufficient to de-

scribe the cellulose properties [1]. Cellulose is a crystalline mate-

rial; thus, its mechanical and chemical properties cannot be fully

understood without knowing the crystal structure and its surface

interactions with surroundings. If high-quality single crystalline sam-

ples were available, then these properties could be analyzed accu-

rately. However, such crystals large enough for full structural char-

acterization are not available. Cellulose cannot be synthesized in

laboratory. If glucose is polymerized, only short oligomers can be ob-

tained since the oligomers longer than 6 glucose units are not soluble

in aqueous solution [2,3]. High molecular weight cellulose is obtained

only from natural resources [4].

Among various biological species that can synthesize cellulose,

plants are by far the most prolific producers. In plants, cellulose is

synthesized by protein complexes embedded and traveling in plasma

membranes of cells and excreted as a fibrillar form consisting of

24-36 chains into extracellular matrices where the cellulose fibrils

are deposited and mixed with other polysaccharides forming cell

walls [5-7]. Historically, the cellulose fibrils are called ‘microfibrils’;

they would have been called ‘nanofibrils’ if they were discovered

in the late twentieth or early twenty-first century since their diame-

ters are in the range of a few to ~20 nm. The cellulose chains in

microfibrils have intra- and inter-chain hydrogen bonding interac-

tions which order them into crystalline lattices [8]. The crystal struc-

ture of cellulose in microfibrils, cellulose microfibril deposition pat-

terns, and their interactions with other wall matrix polymers can

vary drastically depending on plant species as well as plant growth

stages and environments [9,10]. Some heterotrophic bacteria (such

as Gluconacetobacter xylinus), slime molds (such as Physarum

polycephalum, Dictyostelium discoideum), and one group of ani-

mals (the tunicates, e.g., Halocynthia roretzi) can also synthesize

cellulose [11]. But, plants such as trees and grasses are by far the

main producers of cellulose. Cell walls of these plants contain crys-

talline cellulose and incorporated matrix polymers such as hemi-

cellulose and lignin and are called ‘lignocellulosic biomass’ [12].

Lignocellulosic biomass materials are of great interest. They have

been used as a combustion fuel source for heat and raw materials

for pulps, papers, fabrics, and additives for food and plastics [13-15].

Recently, lignocellulosic biomass has gained much attention for the

production of biofuels that can be used for transportation vehicles

[12,16,17]. The main valuable ingredient for these applications is

cellulose. The structures of crystalline cellulose in these biomass mate-

rials play important roles in engineering applications as solid additives

for mechanical property reinforcements and as sustainable resources

for liquid fuel or chemical productions.

Analytical techniques widely used for characterization of cellu-

lose structure include x-ray and electron diffraction (XRD and ED),

nuclear magnetic resonance (NMR), and vibration spectroscopy

(infrared (IR) and Raman) [18-25]. Recently, a nonlinear laser spec-

troscopy called sum-frequency-generation (SFG) has been shown

to be capable of providing some structural information of cellulose

in lignocellulose biomass [26-29]. It is very important to understand

the principle through which each technique probes the “ordering”

or “structural constraint” imposed through intra- and inter-chain

hydrogen bonding interactions of cellulose molecules and their inter-
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actions with other matrix polysaccharides of plant cell walls.

This short review paper provides the basic principles of XRD,

NMR, IR, Raman, and SFG spectroscopy and their applications to

cellulose structure characterization for engineers and plant biologists

who are not familiar with modern instrumental analyses and cellu-

lose structures. XRD seeks for information of the atomic arrange-

ment within the structural building block (called “unit cell”) that

repeats infinitely along all three Cartesian coordinate directions.

This is done through mathematical fitting and regression of the dif-

fraction data. NMR detects small differences in the degree of mag-

netic field shielding at a specific atom position imposed by sur-

rounding atoms. The length and angle of the covalent bond could

be altered by structural constraints imposed by the “crystalline” pack-

ing of molecules, which can alter the magnetic field experienced

by the atoms involved in the distorted or strained chemical bond.

Similarly, the structural constraints of the crystalline packing could

induce some shifts in the frequency (energy) of specific vibration

modes of molecules. This can make the IR and Raman spectra of

crystalline solids deviate from those of the isolated molecule which

does not have any interactions with surrounding molecules. SFG is

sensitive to the coherency of the noncentrosymmetric ordering of

molecular components within the optical wavelength scale (which is

of the order of 100s nanometers) as well as the molecular-level sym-

metry (within the bond-length scale). Thus, SFG can be seen as a

hybrid version of diffraction and vibration analyses with unique

noncentrosymmetry requirements. The working principles, capa-

bilities, and limitations of each analytical method, along with the

current model of the cellulose structure, will be discussed in this

review paper.

CELLULOSE STRUCTURES

Cellulose is a linear 1,4-linked homopolymer of β,D-glucopyra-

nose. The β,D-glucopyranose unit has a six-membered arm-chair

conformation with all methine (C-H) groups at the axial position

and all hydroxyl (OH) and hydroxymethyl (CH2OH) groups at the

equatorial positions (Fig. 1) [6]. Along the cellulose chain, two glu-

cose units are rotated alternatively about 180o from each other [30].

Given this chemical definition, one might anticipate that the nature

and chemical properties of cellulose could be understood in terms

of the chemistry of its monomeric constituents along with proper-

ties arising from its polymeric nature. The reality, however, is that

the physical and chemical properties of particular cellulose sam-

ples are much more complicated; they vary drastically depending

on plant sources, isolation and purification processes, and aggrega-

tion states. Probably the most unusual nature of cellulose is its insolu-

bility in water, even though its monomeric constituent (glucose) is

highly soluble in water [1,3,31]. This insolubility is the consequence

of the crystallization of cellulose chains while they are produced in

biological systems [32].

As a result of crystalline packing, the naturally produced cellu-

lose chains assume the shape of flat ribbons in cross section, which

can be packed with high density (as high as 1.6g/cm3, typically ~1.55

g/cm3 [33]. The flat sides of the ribbons (~0.9 nm wide) expose the

C-H groups, while the thin edges of the ribbons (~0.4 nm thick)

are terminated with the hydroxyl groups. Thus, the flat sides are

hydrophobic and the edges are hydrophilic. The hydroxyl groups

on the thin edges form inter-chain hydrogen bonds with those in

the adjacent chains, producing an extended sheet. The flat sides of

these sheets are hydrophobic and stacked with each other through

van der Waals interactions between them. The high-density packing

maximizes these intermolecular interactions, stabilizing the crystal-

line structure of cellulose. Thus, it is not surprising that cellulose is

difficult to dissolve. A solvent system must disrupt both the hydro-

gen bonding and the van der Waals forces to break up and dissolve

the crystalline solid [34-38].

Naturally produced cellulose has a broad molecular weight distri-

bution [39], making the formation of high-crystalline lattice as a whole

molecule impossible. The crystalline portion consists of small crys-

tallites that often deviate from ideal crystals, by definition, having

infinite lattice arrays. They expose significant fraction of cellulose

chains at the crystal surface which will have different structures and

dynamics than the chains inside the crystal [40-42]. The amorphous

character is often thought to arise from the ‘fringed micelle’ model

of the crystalline polymers [43,44]. In this model, the polymer mole-

cules, much longer than the individual crystallites, pass through sev-

eral crystalline domains (micelles). Amorphous regions are believed

to exist where the polymer chains are not part of any crystallite. It is

important to realize that this is only a hypothetical model; the reality

could be much more intricate [1].

The naturally produced crystalline cellulose can have two poly-

morphic structures: Iα and Iβ [45]. Algae and lower plants pro-

duce mostly Iα allomorph, while higher plants produce mostly Iβ

allomorph. Bacteria synthesize biofilms which contain mainly cel-

lulose Iα, while the tunicates produce exclusively cellulose Iβ [24].

The crystalline cellulose can be isolated from the biomass through

hydrolysis of other matrix components using strong acids (e.g., 50-

72% HCl or H2SO4) at high temperatures [31]. The isolated cellu-

lose crystals are often called nanowhiskers. Cellulose Iα can be con-

verted to cellulose Iβ through annealing in weak alkaline solution

(typically 0.1N NaOH) at 260 oC [46]. The crystalline cellulose can

be transformed to different polymorphs (Fig. 2). When cellulose Iα

and Iβ are treated with high concentration alkaline solution (typically

>23% NaOH) and then neutralized, cellulose II is produced [47] in

a process called mercerization. Cellulose II can also be obtained

through coagulation with water of a fully dissolved cellulose solu-

tion in strong ionic solvents [48]. This form is called regenerated

cellulose. When cellulose I or II are treated with liquid ammonia or

Fig. 1. Chemical structures of D-glucose, linear β(1→4) glucan chain
and a 24-chain model for cellulose microfibrils [6]. For the
cellulose microfibril, the cross section view is projected along
the glucan chain.
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amines, then they convert to IIII and IIIII, respectively [49-51]. Another

polymorphic form that one can find in the literature is cellulose IV

[52]. It is reported to be formed through high temperature treat-

ments (about 260 oC) of cellulose III in glycerol [53]. Certain young

primary cell walls of cotton were claimed to produce cellulose IV

[54]. However, the exact structure of cellulose IV (or even its pres-

ence) remains controversial due to the poor reproducibility of cellu-

lose IV synthesis and the poor analytical resolution for the artificially-

produced and allegedly-natural cellulose IV form. Thus, cellulose

IV will not be discussed in this paper.

A unique aspect of the naturally produced crystalline cellulose

allomorphs is the orientation of the primary alcohol group. There

are three possible orientations for the oxygen (O6) atom of the hy-

droxymethyl group [55]: (1) trans to O5 and gauche to C4, (2) gauche

to O5 and trans to C4, and (3) gauche to O5 and gauche to C4. They

are referred to as tg, gt, and gg, respectively. In the tg conforma-

tion, the O6H group is positioned in the plane of the six-membered

ring; thus, the ribbon-shape cellulose chains connected through side-

by-side inter-chain hydrogen bonds can form flat sheets, which then

are stacked through van der Waals interactions forming microfibrils

(Figs. 3(b) and 3(c)). The rotation of the hydroxymethyl group from

the tg conformation to gt or gg can change the intra- and inter-chain

hydrogen bonds and induce the tilting of the cellulose chains along

the chain axis within the sheet (Figs. 3(d) and 3(e)). Only cellulose

Iα and Iβ assume the tg conformation for the hydroxymethyl group

[21,22]. All other crystals of cellulose polymorphs (II and III), amy-

loses, and glucose moieties exist in the gg or gt conformation [51,

55-57].

STRUCTURAL CHARACTERIZATION METHODS 

FOR CELLULOSE

1. X-ray Diffraction (XRD)

Diffraction occurs when a collimated beam of electromagnetic

waves with a wavelength comparable to interatomic distances inter-

acts with the periodic array of molecules in a crystal [58]. The in-

cident beams with wavelengths of ~0.1 nm are generated by x-ray

sources (photons), electron guns (electrons), and nuclear reactors

(neutrons). Among these, x-ray diffraction (XRD) is most widely

used. The electron diffraction of cellulose nanowhiskers was an essen-

tial tool to confirm the unit cell symmetry of cellulose [59,60]. How-

ever, the electron beam tends to severely damage the small cellu-

lose crystals, making this experiment extremely difficult. The neu-

tron diffraction data enabled the determination of the hydroxyl group

positions [21,22], but this requires complete exchange of hydroxyl

(OH) groups within the cellulose crystal with deuterated groups (OD).

In contrast, XRD can be applied to structural analysis of cellulose,

either isolated or in its native state, without severe irradiation dam-

age or extensive OH/OD exchange.

The positions of the diffracted beams with respect to the inci-

dent x-ray beam are largely governed by the positions of atoms in

the unit cell of the crystal, which is the smallest structural unit that

can be repeated by simple translations to generate the entire crys-

tal. The dimension of the unit cell is typically described with unit

lengths a, b, c and interaxial angles α, β, γ (Fig. 4). When the unit

cells in the sample have perfect three-dimensional periodicity, then

the diffraction corresponds to a series of refracted beams that satisfy

Bragg’s law for constructive interference, nλ=2d×sinθ, where n is a

positive integer, λ is the wavelength of x-ray, d is the spacing be-

tween atomic planes with equal electron density, and θ is the in-

cidence and reflection angle (Fig. 4). Thus, the diffraction peak meas-

ured at a specific angle (θ) corresponds to a d-spacing of the planes

reflecting x-ray. The d-spacing values are then related to the unit cell

dimensions (a, b, c and α, β, γ) through Miller indices [58]. Typical

Fig. 2. Cellulose polymorphism. Conversion of native cellulose (Iα
and Iβ) into mercerized cellulose (II) and ammonia treated
cellulose III [28].

Fig. 3. (a) Schematic of the repeating unit along the cellulose chain
(C=dark gray; O=red; H=light gray). Three conformations,
tg, gt or gg, of the OH group in the exocyclic C6H2OH group
are shown in the right glucose unit. The t and g characters
stand for trans and gauche conformations, respectively. The
first italic character refers to the relative position between
O5 and O6 (O5-C5-C6-O6), and the second italic character
refers to the relative position between C4 and O6 (C4-C5-
C6-O6). In the left glucose unit, the C6H2OH group is in
the tg conformation. The intra-chain hydrogen-bond (3O-
H···O5) is shown with a blue dotted line. Hydrogen atoms
of OH groups are omitted. Reprinted with permission from
Ref. 28. Copyright 2013 Springer. (b)-(e) Cross-sectional
view along the chain axis direction and the associated unit
cell for each polymorph. Inter-chain hydrogen bonds shown
in blue. Notice that native cellulose Iα and Iβ contain a two-
dimensional network of hydrogen bonds where chains are
packed into flat sheets ((b) and (c)). In cellulose II and IIII,
chains are tilted slightly and a three-dimensional network
of hydrogen bonds connects chains within and between sheets
((d) and (e)). The conformation of each chain is not accu-
rate in this simplified schematic illustration ((b)-(e)).
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Miller-index planes are shown for cellulose Iβ in Fig. 4. The intensi-

ties of the diffracted beams depend on the types and relative posi-

tions of the constituent atoms. The reciprocal of the width of the

diffracted peak can be related to the size and degree of perfection

of the crystallites [61].

To construct a structural model with a high precision, it is essen-

tial to use a large single crystal (usually >100µm) to obtain a two-

dimensional reciprocal array of sharp diffraction spots as schemati-

cally shown in Fig. 5(a). However, such single crystals are not avail-

able for cellulose. The largest cellulose crystals are ~20 nm wide

and a few 100s nm long nanowhiskers; thus, the best situation for

high quality XRD analysis is to use preferentially-oriented fibrous

specimens (Fig. 5(b)) [62]. Individual crystals are rotated differently

about their long axis which is nearly parallel to the cellulose chain

axis. In this case, the diffraction spots are positioned along the merid-

ian lines (parallel to the fiber axis) and a series of layer lines (perpen-

dicular to the fiber axis; the middle one at the center is called an

equatorial line). For thinner and shorter crystals, the degree of align-

ment along the chain axis would be much weaker (Fig. 5(c)). In

this case, the diffraction patterns consist of a series of short arcs whose

lengths vary with the degree of lateral orientation. The most com-

monly encountered cases would be disoriented short fibers (Fig.

5(d)); the diffractions from randomly oriented crystallites produce

a series of concentric rings, each corresponding to a characteristic

d-spacing. The intensity is uniform on a ring, but it varies among

rings. This type of diffraction is commonly referred to as powder

diffraction [63]. As an example, Fig. 6 shows the electron micro-

graph images of cellulose Iα and Iβ nanowhiskers packed prefer-

entially along the long axis of the fibers, their two-dimensional dif-

fraction patterns, and diffraction intensities along the equatorial and

meridian lines [29].

Although analyzing these XRD patterns with mathematical mod-

els can provide crystallographic structures that have been the foun-

dation of our current knowledge about the cellulose structure, it is

important to note that the proposed structural models are based on

the data set with limited accuracies. The main limitation stems from

the fact that cellulose single crystals cannot be produced large enough

for full, assumption-free analysis of diffraction data. In typical sin-

gle crystal diffraction studies of proteins or small glucose-moiety

molecules, crystals larger than 100µm are used to obtain more than

a thousand of reflections, which can then be fully analyzed for atomic

coordinates of every single atom in the unit cell (except hydrogen

which has very low x-ray scattering power) [65,66]. In theory, at

Fig. 4. Schematic illustration of the cellulose chain in a unit cell,
Bragg’s law, and a set of planes corresponding to the stron-
gest reflections of powder XRD patterns for cellulose Iβ with
their Miller indices and d-spacings [60].

Fig. 5. Different distribution of crystallites and corresponding dif-
fraction patterns within the Debye ring on the detector placed
behind the sample [64].

Fig. 6. Cellulose Iα: (a) SEM image, (b) 2D XRD diffraction pat-
tern and (c) equatorial and meridian integrated plots. Cel-
lulose Iβ: (d) SEM image, (e) 2D XRD diffraction pattern
and (f) equatorial and meridian integrated plots. Scale bars
in (a) and (b) =300 nm. In (b) and (e), the chain axes are
approximately vertical. Reprinted with permission from
Ref. 29. Copyright 2013 American Chemical Society.
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least three diffraction spots are needed for each atom (three degrees

of freedom (x, y, z) per atom). Practically, far more than 10 diffrac-

tions per atom are needed for accurate determination of the atomic

coordinates in the unit cell. However, this is not the case for cellulose

(and most polysaccharides, including amylose). The cellulose crystals

are far too small to yield substantial sets of diffraction data. Typical

diffraction patterns of the aligned fibers contain far fewer reflec-

tions than the number of atomic coordinates in the unit cell. The

best diffraction data reported in the literature contained ~250 reflec-

tion spots for cellulose Iα and ~300 for cellulose Iβ [21,22]. In the

case of random cellulose crystals isolated from biomass originating

from higher plants typical diffraction peaks are only ~5 or less.

To reduce the degree of freedom in solving the crystal structure,

many known structural constraints are used [67]. These include bond

lengths, bond angles, and some torsional angles, as derived from

the standard geometry of a sugar ring. Then, only three conforma-

tional angles (two dihedral angles of the glycosidic bond and one

dihedral angle of the exocyclic hydroxymethyl group) are needed

to describe the geometry of the glucose unit along the chain, instead

of 33 coordinates for 11 non-hydrogen atoms per glucose unit. After

approximating these parameters, additional variables such as the

number and packing arrangement (parallel vs. antiparallel) of chains

in the unit cell must be optimized for the best fit model. These vari-

ables are adjusted and refined somewhat empirically until the small-

est fitting error, called crystallographic R-value, is obtained [68].

For XRD analyses of aligned cellulose crystals, typical R-values

are around 0.2 [21]. This is an order of magnitude larger than typical

R-values (0.02 or smaller) reported for XRD analyses of single-

crystal proteins and small glucose-moieties [69,70]. Thus, the crys-

tallographic models proposed for cellulose are an order of magni-

tude less accurate than single crystals of proteins and carbohydrate

molecules. Readers should keep in mind these structural assump-

tions and limited precisions involved in structural refinements of

crystallographic models when they consider atomic positions within

the cellulose crystal.

Table 1 compares the space group and unit cell parameters of

cellulose polymorphs determined from XRD analyses. The cellu-

lose chains are considered to have alternative residues with a ~180o

rotation about the chain axis. This is close to the two-fold screw

axis (P21) symmetry. Following the historic nomenclature of crys-

tallography, early work proposed the unit cell for cellulose I with b

as this symmetry axis and β as the monoclinic angle [71]. How-

ever, perhaps to facilitate comparative discussions of other polysac-

charides, the current convention is to use c as the chain axis and γ

as the obtuse monoclinic angle [72].

Cellulose polymorphs are consequences of slight variations in

the shape of the glucose ring and more significantly in the dihedral

angles of the β-(1,4) linkage and the hydroxymethyl exocyclic group.

All chains in the cellulose Iα and Iβ crystals are parallel; in other

words, the directions from the reducing ends to the non-reducing

ends are all the same. But, there are subtle differences between these

two polymorphs. Structural refinements of fiber XRD data sug-

gested that all chains in cellulose Iα are identical and each succes-

sive unit along the chain has a slight difference in the amount of

deviation from the ideal tg conformation of the hydroxymethyl group

[22]. Thus, it does not fall into the P21 space group strictly; instead,

it belongs to the P1 triclinic space group. The fiber XRD patterns

of cellulose Iβ are fitted with the two-chain monoclinic unit cell in

which all units in each chain are identical but two chains have slightly

different dihedral angles for the hydroxymethyl groups, although both

are close to the tg conformation [21]. Whether there is true sym-

metry in the cellulose crystallites has been questioned because some

weak diffraction peaks that did not fit to the P21 space group were

omitted in the structural refinement [1].

Cellulose II, produced by mercerization or regeneration processes,

has the O6 atoms close to the gt position [56]. This allows the inter-

sheet hydrogen bonding in addition to the inter-chain hydrogen bond-

ing within the sheet (Fig. 3(d)). The unique aspect of cellulose II is

that the two chains in the unit cell are antiparallel, which means that

the direction from the non-reducing end to the reducing end is oppo-

site for the two chains in one unit cell. In early days, there was specu-

lation that mercerized cellulose II might be parallel while regener-

ated cellulose II was antiparallel. But, it is generally believed that

cellulose II has antiparallel chain directions, although the detailed

mechanisms for the conversion from the parallel to antiparallel direc-

tions are still debatable [73].

Cellulose IIII, obtained through amines or liquid ammonia treat-

ments of cellulose I, has a single-chain unit cell [50]. Thus, all chains

in the cellulose IIII crystal are parallel. Similar to cellulose II, the gt

conformation of the hydroxymethyl group allows an extensive three-

dimensional hydrogen bond network (Fig. 3(e)). In this regard, its

structure is similar to cellulose II, except for its one-chain unit cell

and therefore parallel chains in the crystal.

The crystal size and crystallinity of cellulose is of great interest

to researchers handling lignocellulosic biomass and isolated cellulose

materials. The full-width-at-half-maximum (FWHM) of a specific

diffraction peak at 2θ can be related to the crystallite size along the

d-spacing direction of that peak. The most widely-used method is

the Scherrer formula assuming no structural distortions [74]:

where T is the crystallite diameter and K is the Scherrer constant.

The K value is derived to be about 0.9 assuming Gaussian line pro-

T = 

K λ⋅
FWHM θcos×
-----------------------------------

Table 1. Unit cell symmetry and dimension of cellulose polymorphs

Allomorph
Space
group

# Chains in
unit cell

Unit cell dimension (a, b, c in nm; α, β, γ in degree)
Refs.

a b c α β γ

Cellulose Iα P10 1 0.672 0.596 1.040 118.1 114.8 080.4 [22]
Cellulose Iβ P21 2 0.784 0.820 1.038 090.0 090.0 096.5 [21]
Cellulose II P21 2 0.810 0.903 1.031 090.0 090.0 117.1 [56]
Cellulose IIII P21 1 0.445 0.785 1.031 090.0 090.0 105.1 [50]
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files of XRD and small cubic crystals of uniform size; this value is

widely used for the estimation of cellulose crystal size since it is

not sensitive to the crystallite shape and symmetry [75]. Although

this method is very convenient, it should not be ignored that this

equation assumes no distortion of the lattice. Internal stresses due

to bending or twisting of cellulose microfibrils can create compres-

sive or tensile strains, which can also broaden the diffraction peak

width. Even with these over-simplifications, the crystal size estimated

from the XRD peak width appears to correlate reasonably with the

surface area determined from water adsorption isotherms [76].

It has been proposed that the crystallinity index (CI) could be

calculated by comparing the minimum intensity just before the largest

diffraction peak with the main diffraction peak height [61]. In the

case of cellulose, this is typically done by comparing the background

intensity at 2θ=~18o with the peak height at 2θ=22.8o (110 peak

for cellulose Iα and 200 peak for cellulose Iβ). Since the random

scattering halo from the amorphous component has significant con-

tribution in the region where the cellulose diffraction peaks are lo-

cated, alternative methods such as peak deconvolution or amorphous

subtraction methods were also suggested [77]. However, all these

methods assume that the x-ray sensitivity to the crystalline and amorph-

ous phases is the same, which is not true. Thus, depending on the

calculation method used, the XRD CI value can vary over a wide

range [77]. Especially, the CI value calculated from the peak height

method proposed originally by Segal, which is the simplest, thus

the most widely used, can be off by more than 100% from the true

value [27]. More sophisticated methods based on diffraction theo-

ries can resolve these uncertainties in the CI calculation [78], al-

though these advanced methods are not easy for non-XRD experts

to use.

2. Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR analysis is based on the fact that the resonance behaviors

of the nuclei of atoms with magnetic moments under electromag-

netic irradiation are very sensitive to tiny differences in magnetic

field shielding imposed by surrounding atoms (most strongly influ-

enced by the atoms covalently attached to that specific atom). For

isolated molecules in liquid and gas, the positions of the surround-

ing atoms are determined by equilibrium bond angles and dis-

tances. But, in crystalline solids, they can vary due to the packing

structure. The tiny differences in magnetic field shielding imposed

by surrounding atoms can provide critical information needed to

determine the structure of cellulose. First, let’s briefly review the

basic principle of the NMR process.

When an external magnetic field of strength Bo is applied, quan-

tum mechanics dictates that the energy state of a nucleus with a mag-

netic spin number I=½ (such as 1H and 13C) will split into two states

(2I+1): one has its magnetic moment along the Bo field and the other

against the Bo field (Fig. 7(a)) [79]. The state with its magnetic mo-

ment aligned parallel with the applied field (denoted as m=+½) is

energetically more favorable than the state with the antiparallel align-

ment (m=−½). The rotation axis of the spinning nucleus cannot be

oriented exactly parallel or antiparallel with the applied Bo field;

instead, it moves in precession about the Bo field (Fig. 7(b)). The

angular velocity of the precessional orbit is defined by the Larmor

frequency ωo=γBo, where γ is the gyromagnetic (or magnetogyric)

ratio (for 1H, γ=2.674×104 gauss−1sec−1) [80]. If the system is irradi-

ated with electromagnetic waves with frequency (υ) in the MHz

range, the precessing nuclei in the energetically more favorable state

(m=+½) will absorb the energy and be promoted to the less favor-

able higher energy state (m=−½). This transition process is called

nuclear magnetic resonance (NMR) because the frequencies of the

applied radiation and the precession resonate (υ=ωo).

The energy separation between these spin states is quite small;

the thermal energy at room temperature is high enough to populate

significant portions of nuclei into the high energy spin state. The

Boltzmann distribution predicts that for 1H nuclei in an external field

Bo=1.4 Tesla, the population difference between two energy states

would be only ~30 for every one million spins [80,81]. Because of

this nearly equal population distribution, the NMR absorption yields

relatively weak signals that need to be averaged over a long period

of time with a relatively large amount of sample (typically >100

mg) to obtain spectra with adequate signal to noise ratios.

Negatively charged electrons surrounding nuclei can produce

magnetic fields that are antiparallel to the external magnetic field.

This electronic magnetic field effect will cause nuclei with differ-

ent chemical environments to yield resonance frequencies perturbed

from the Larmor frequency: ωo=γ (Bo−S) where S represents the

shielding magnetic field caused by the electron magnetic moment

[82]. The amounts of magnetic field shielding effects by electrons

are measured with respect to a standard reference that is often added

to the sample. In the case of 1H NMR, tetramethylsilane (TMS) is

chosen as a standard. Since the electronegativity of Si is lower than

the carbon atom, the sigma bond electrons in the Si-C bond are shifted

toward the carbon atoms in the four methyl groups. Consequently,

the protons will have high shielding effects (large S), causing the

resonance signal to be generated at a very high magnetic field (high

Bo) at a fixed υ. Since all 
1H’s in TMS are in the same environ-

ment, only one NMR peak is generated. This is the signal that all

other 1H NMR signals of a sample are referenced to. The differ-

ence from this reference signal (∆) is expressed as (∆×106)/υ in parts

per million (ppm), which is called chemical shift (δ ). The larger δ,

the shielding effect by electrons is less, and thus the resonance can

take place at a lower magnetic field; thus, the large chemical shift

side is called a down-field side.

The application of NMR to cellulose has been advanced by the

development of solid-state 13C NMR technique. Although 13C has

the same nucleus spin (I=1/2) as 1H, its natural abundance is only

1% and thus its signal is very weak. This problem was resolved by

the proton-carbon cross polarization (CP) method to enhance the
13C sensitivity and the proton decoupling method to eliminate the

Fig. 7. Splitting of nucleus spin states (m=+½ and −½) under the
influence of the external magnetic field (Bo) and schematic
illustration of precession for spin-up and spin-down states
at Larmor frequency (ωo).
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dipolar interactions between the 13C nuclei and neighboring pro-

tons [83,84]. In liquid, molecules are subject to fast thermal motions,

which make them magnetically equivalent in the applied field. In

the case of solid, the molecules are not mobile; thus, molecules at

different locations in the solid are not magnetically isotropic in the

field. This anisotropy of solid samples in the magnetic field can be

annihilated by spinning the sample about the so-called magic angle

[85]. This method is denoted as magic angle spinning (MAS) [86,

87]. One important attribute of the CP/MAS 13C NMR analysis is

that the relative intensities of the resonance peaks are linearly pro-

portional to the carbon atom density in the sample. Thus, the relative

intensities can be easily interpreted as the relative concentration of

different carbon species.

Fig. 8 compares the NMR spectra of cellulose polymorphs - Iα,

Iβ and II, and IIII [50]. Starting from the down-field side, the 102-

108 ppm region is attributed to C1, the 81-93 ppm region is to C4,

the clusters between 70 and 81ppm are to C2, C3, and C5, and finally

the peaks between 60 and 70 ppm are to C6 [88]. This order from

the downfield follows the number of electronegative atoms in the

nearest and next-nearest neighbor positions to that specific carbon.

For example, among six carbons in the glucose unit, the C1 atom

has the highest influence from oxygen atoms (O1 and O5 in the

nearest positions and O2 in the next-nearest positions) and the C6

atom has the smallest influence (O6 in the nearest positions and

O5 in the next-nearest positions). Thus, C1 is at the lowest field

side and C6 is at the highest field side. All others (C2, C3, C4, and

C5) are between these two extreme cases. The 13C chemical shifts

of cellulose Iα and Iβ have recently been computed from the first

principles using density functional theory (DFT) [89].

The splitting of the C4 resonance peak near 88-90ppm is of special

interest in plant biomass characterization since it distinguishes cellu-

lose Iα and Iβ. Both allomorphs show a peak at 88.7 ppm. Cellu-

lose Iα exhibits a second peak in the down-field side (89.7 ppm),

while cellulose Iβ has a second peak in the up-field side (88.0 ppm).

Thus, deconvolution of the peaks in this region can provide the rela-

tive abundance of these allomorphs in the sample [46]. The broad

featureless peak in the up-field region (81-86 ppm) is mostly asso-

ciated with the amorphous phase [18]. A part of this component

could also be correlated with chains at the surfaces of the cellulose

crystals which assume a less ordered structure than the core of the

crystal [90,91]. Thus, the relative intensity of this broad peak in the

81-86 ppm region and the sharp peaks in the 86-91 ppm region can

be used to estimate the cellulose crystallinity or the surface-to-vol-

ume ratio of the cellulose microfibrils [77,92]. Sometimes, there

could be a broad feature in the C4 region that overlaps with the sharp

peaks of cellulose Iα and Iβ in the 86-91 ppm region, but cannot

be deconvoluted into the Iα and Iβ components. This component

is often attributed to a ‘paracrystalline’ phase [91,93], but the exact

nature or origin of the paracrystalline phase is still in debate.

In the C1 peak region, cellulose Iβ and II show double peaks while

cellulose Iα shows a single sharp peak (Fig. 8) [94]. The origin of

this doublet splitting is not fully understood yet. It could be due to

the presence of nonequivalent glycosidic linkages in a single chain

or two chains with the same glycosidic units in each chain but slightly

different from each other [18]. It is also interesting that the amor-

phous contribution found in the C4 resonance region (81-86 ppm)

is not prominent in the C1 resonance region. The reason for the ab-

sence of the amorphous component in the C1 region is not well un-

derstood; it was speculated that the anomeric effect of the C1 posi-

tion could make it less flexible than the C4 position [18].

The chemical shift of the C6 resonance is correlated well with

the dihedral angle of the hydroxymethyl group. The gg, gt, and tg

conformers give a peak at 60-62 ppm, 62-64 ppm, and 65-66 ppm,

respectively [55]. These chemical shifts could be used to determine

the relative population of three rotational conformers. The cellu-

lose chains at the crystal surface can assume the gt or gg confor-

mation, contributing to the peaks in the up-field region (60-64 ppm)

[95];  however, the amorphous component can also have a broad

peak in this up-field region overlapping with the gt or gg contributions

[18]. The chemical shifts of the C1 and C4 are also correlated with

the dihedral angle of C1-O and O-C4 bonds [18], but their variances

are not discussed extensively in the literature partly due to the com-

plication with the multiple peaks and splitting.

3. Infrared (IR) and Raman Spectroscopy

Two most widely used vibrational spectroscopic analyses are IR

and Raman spectroscopy. The vibration spectrum is obtained as a

consequence of the absorption or emission of electromagnetic radi-

ation at frequencies that correlate to the vibration of specific sets of

chemical bonds in a molecule. The vibration energy states are the

quantum mechanical states of electron waves confined in specific

chemical bond coordinates. They are mostly determined by the equi-

librium bond strength and geometry as well as the reduced mass of

the atoms involved in specific vibrations. In the case of solid materi-

als, the equilibrium energy states are also affected by the packing

structure of molecules or interactions with surrounding functional

groups in the solid phase. Thus, small changes in vibration peak

position or intensity can provide the structural information of crys-

talline cellulose. This principle will be reviewed, starting from the

vibrational spectroscopy basics.

Fig. 8. 13C CP/MAS NMR spectra of cellulose (a) Iα from Glauco-
cystis, (b) Iβ from tunicate, (c) II, and (d) IIII. The region of
chemical shift for each carbon is labeled. For C4, the peaks
attributed to crystalline and amorphous portions are marked
as CX and NC, respectively. Modified with permission from
Ref. 50. Copyright 2013 American Chemical Society.
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The basic principle of vibrational spectroscopy can be derived with

a simple harmonic oscillator model for a di-atomic chemical bond.

A chemical bond can be viewed as a spring with a spring constant

k holding two atomic species with masses m1 and m2 separated by

a distance d (Fig. 9) [96]. The chemical potential near the equilib-

rium bond distance can be expressed with Hooke’s law; solving

the Schrödinger equation describing the wave functions of electrons

involved in this chemical bond gives the discrete vibration energy

states (Fig. 9) [96]. The vibration energy levels are expressed as Ev=

(h/2π) (v+(1/2)) where h is the Planck constant, µ is the reduced

mass (m1m2/(m1+m2)), and v is the vibration quantum number. This

simple equation provides a link between the bond strength of the

covalent bond between two atoms (or molecular fragments), the

mass of the interacting atoms (molecular fragments) and the fre-

quency of vibration.

IR spectroscopy is the measure of IR beam attenuation through

the absorption of the IR photon whose energy is the same as the

energy difference of two vibration energy states (red up-arrow in

Fig. 9). At room temperature, most vibrational excitations corre-

sponding to the IR absorption are from the v=0 state to v=1 state:

ωIR=Ev=1−Ev=0=(h/2π) . The fundamental requirement for IR

absorption is a net change in dipole moment during the vibration

of a molecule or a functional group [97].

When electrons at the v=0 state absorb photons in the visible

wavelength range, they can transition to a virtual electronic state

(green up-arrow in Fig. 9). Upon the transition back to the ground

electronic state, most of them come back to the vibrational ground

state (v=0); but, a small fraction fall to the v=1 state (green down-

arrow in Fig. 9). The former case is called Rayleigh scattering and

the latter is Raman scattering. Thus, the energy difference between

the originally absorbed photon (excitation) and the emitted photon

(scattering) in the Raman scattering corresponds to the vibration

energy level difference: ωRaman=ωexcite−ωscatter=(h/2π) . The re-

quirement for Raman activity is a net change in bond polarizability

during the electronic transition upon absorption of electromagnetic

wave [97]. Because of the different requirements in the IR (dipole

change) and Raman (polarizability change) processes, they can pro-

vide spectral information complementary to each other.

When this simple concept of the vibration of a di-atomic bond is

k/µ

k/µ

k/µ

Fig. 9. Vibration energy states of diatomic molecules and electronic
transitions involved in IR absorption (red arrow in the left),
Raman scattering (a pair of green arrows in the middle),
and SFG process (red, green, and blue arrows in the right).
The diatomic molecules can be modeled as two masses (m1

and m2) connected with a spring with a spring constant k.
The symbols |0〉, |1〉, |2〉, etc. denote the vibrational energy
states.

Fig. 10. Cellulose Iβ vibration modes. (a) CH2 symmetric stretch
at 2,850-2,860 cm−1, (b) CH2 asymmetric stretch at ~2,944
cm−1, (c) CH2 bend at 1,432-1,484 cm

−1, ((d) and (e)) local-
ized and delocalized CH stretch at ~2,909 cm−1, (f) stretch
of intra- and inter-chain hydrogen-bonded OH groups at
3,240-3,400cm−1, and (g) skeletal stretch and bend at ~1,098
cm−1. (C=dark gray; O=red; H=light gray; displacement
vectors=green). Reprinted with permission from Ref. 29.
Copyright 2013 American Chemical Society.
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extended to the molecule as a whole, we need to consider concerted

vibrations of atoms in the molecule. These vibrational motions of

the molecule can be reduced by using group theory to a series of

normal modes such as symmetric and asymmetric stretch vibra-

tions of CH2 and CH3 groups, in-plane and out-of-plane bending

vibrations of CH2 groups, etc. [96]. The normal vibration modes of

cellulose can be calculated theoretically. Some of the calculated vibra-

tion modes are shown in Fig. 10 [29]. The videos of these modes

can be viewed at the Supporting Information of Ref. [29]. Each mode

has its own energy (vibration frequency) and extinction coefficient

(absorption cross-section). The overall vibration spectrum is essen-

tially a composite of the group frequencies of these normal modes,

with band intensities related to the contributions of individual func-

tional groups.

Figs. 11 and 12 compare the infrared and Raman spectra, respec-

tively, of uniaxially-aligned nanowhiskers of cellulose Iα and cel-

lulose Iβ obtained from Glaucocystis and Halocynthia [29]. One

significant difference between the IR and Raman spectra is that the

O-H stretch vibrations in the 3,200-3,600 cm−1 region are strong in

IR but very weak in Raman. This is because the dipole moment

change of the O-H vibration is large, but its polarizability change is

small. The O-H stretch band is inherently broad, reflecting the com-

plexity of hydrogen bond networks in the crystal as well as water

molecules present in the amorphous region [26]. The strong bands

near 2,900 cm−1 observed in both IR and Raman can be attributed to

the C-H stretch vibrations. The shoulder peaks in the lower (2,840-

2,880 cm−1) and higher (2,920-2,970 cm−1) energy sides of the C-H

peak can be assigned to the symmetric and asymmetric CH2 stretch

vibrations, respectively, of the hydroxymethyl group of cellulose

[29]. The deformation vibration, often called a scissoring mode, of

the CH2 group on C6 appears in the 1,450-1,480 cm
−1 region. The

bands between 1,200 and 1,450 cm−1 are due to C-C-H bending,

CH2 rocking and wagging, and C-O-H bending modes. The peaks

in the region between 950 and 1,150 cm−1 originate from the skele-

tal ring stretches as well as the stretch modes of glycosidic C-O bonds

and alcoholic C-O bonds. Below 950 cm−1, the bending of skeletal

C-C-C, C-O-C, O-C-C, and O-C-O bonds contributes. The region

between 300 and 800 cm−1 could be due to the torsion or bending

modes of the six-membered ring with respect to the glycosidic bonds

[26,29,98].

In the case of small isolated molecules, the peak assignment to

certain functional groups is relatively easy. In the case of cellulose,

however, it is not that straightforward. This is because all bands,

Fig. 11. Polarized FT-IR spectra of aligned nanowhiskers of (a) cel-
lulose Iα (from Glaucocystis) and (b) cellulose Iβ (from Halo-
cynthia). Spectra were taken with the IR polarization per-
pendicular (black) and parallel (red) to the nanowhisker
alignment direction. Reprinted with permission from Ref.
29. Copyright 2013 American Chemical Society.

Fig. 12. Polarized FT-Raman spectra of aligned nanowhiskers of
(a) cellulose Iα (from Glaucocystis) and (b) cellulose Iβ (from
Halocynthia). Spectra were taken with the excitation laser
polarization perpendicular (black) and parallel (red) to
the nanowhisker alignment direction. Reprinted with per-
mission from Ref. 29. Copyright 2013 American Chemi-
cal Society.
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especially at wavenumbers below 1,450 cm−1, are highly coupled

over several covalent bonds [98]. An example is shown for the 1,098

cm−1 mode in Fig. 10(g) [29]. So, the peaks in this region cannot

be assigned to isolated vibrations of specific C-C or C-O bonds.

For this reason, the interpretation of the polarization dependence of

their vibration peak intensities is complicated. According to DFT

calculations, the only local vibration modes are the stretch and bend

modes of the CH2 groups in the hydroxymethyl side chain [29]. A

few examples of those modes are shown in Figs. 10(a), 10(b), and

10(c) [29].

When the vibration spectra of cellulose Iα and Iβ are compared

to each other (for example, Fig. 11(a) versus Fig. 11(b); Fig. 12(a)

versus Fig. 12(b)), it can be noticed their spectra are almost identical,

except for minor differences in the relative intensities, in all regions

associated with the skeletal vibrations as well as the regions associ-

ated with the bending and stretching vibrations of the CH and CH2

groups. The main differences between the Iα and Iβ spectra are in

the broad OH stretch region (3,200-3,600 cm−1). The most distinct

feature in the OH stretch region of the IR spectra is that cellulose

Iα has a peak at 3,240 cm−1 and cellulose Iβ has a peak at 3,270

cm−1 [24]. Another characteristic difference in IR is the 750 cm−1

peak for cellulose Iα and the 710 cm−1 peak for cellulose Iβ [24,

99]. These results imply that the chain conformations in cellulose

Iα and Iβ are very close to each other and the main structural dif-

ference is the hydrogen bonding networks and the dihedral angles

at the glycosidic linkages [1,100].

Spectral resemblance is also observed when the vibration spec-

tra of cellulose I, II, and IIII are compared. The peaks in the 800-

3,000 cm−1 regions are similar to each other with only minor varia-

tions in the relative intensities [101]. The main differences are ob-

served in the regions below 800 cm−1 and above 3,000 cm−1. Cellu-

lose II has two characteristic peaks at 3,450 and 3,480 cm−1; cellu-

lose IIII has a distinct peak at 3,480 cm
−1. These reflect that the basic

structure of the glucose ring does not change significantly; the main

differences are the dihedral angles at the glycosidic linkages and

inter-chain hydrogen bond networks.

The cellulose crystallinity can be estimated from the vibration

spectra of cellulose. In the case of Raman, the 380 cm−1 peak is ob-

served only for crystalline cellulose I; it does not exist for amor-

phous cellulose [102]. The relative intensity of this peak with an

internal standard peak, which is found in both crystalline and amor-

phous phases, can be used to calculate the crystallinity of cellulose

[102,103]. There are several peaks in IR that can be correlated to

the crystallinity index calculated from XRD [104,105]. However,

the correlation of these IR peaks is weaker than the 380 cm−1 Raman

peak. Water molecules in the amorphous phase can easily be ex-

changed with D2O [106]. Upon H2O/D2O exchange, the OH groups

of the cellulose chains in the amorphous phase are converted to the

OD groups. Thus, the relative area of the OH and OD vibration peaks

can be used to estimate the amorphous portion accessible by water

[107,108]. In the case of highly crystalline samples, the OH/OD

exchange can be used to probe the cellulose chains exposed at the

crystal surface [109,110].

IR and Raman spectroscopy is routinely applied to cellulose analy-

sis. However, when cellulose is imbedded in lignocellulosic biom-

ass, other matrix polymers present in the plant cell walls (such as

hemicellulose, pectins, and lignin) will interfere with cellulose vibra-

tion peaks [26]. Thus, IR and Raman analyses of cellulose present

inside lignocellulosic biomass samples are not that simple.

4.Sum Frequency Generation (SFG) Vibrational Spectroscopy

SFG vibrational spectroscopy is a non-linear optical spectroscopy

that can selectively detect molecules or functional groups arranged

noncentrosymmetrically in a medium interacting with high-inten-

sity laser beams [111,112]. SFG is well known as a surface-sensitive

analytical tool [113], but it is even more sensitive to noncentrosym-

metric crystalline materials such as piezoelectric crystals as well as

cellulose [114,115]. Although the experimental set-up is much more

complicated than typical IR and Raman spectroscopy, SFG can pro-

vide many advantages and complementary information that the con-

ventional spectroscopy methods cannot offer. One is its intrinsic

selectivity to crystalline cellulose present inside lignocellulose biom-

ass. This allows the analysis of crystalline cellulose without spectral

interferences from non-cellulosic components in the lignocellulose

biomass [26]. This eliminates the need for chemical treatments of

biomass to isolate or separate cellulose from biomass. The SFG pro-

cess is also very sensitive to structural ordering over an optical coher-

ence length (which is of the order of 100s nm) [116,117]. Thus, it can

provide three-dimensional information about structural hierarchy

of cellulose microfibrils inside biomass. The basic principles and

applications of SFG to cellulose will be reviewed in this section.

The electric field of a light wave, E(ω), propagating through a

medium exerts a force on the valence electrons of the molecules

comprising the medium. The sum of the molecular electric dipoles

gives rise to a dipole moment per unit volume. This is the polariza-

tion of the medium P(ω) [111]:

where εo is the dielectric constant of vacuum and χ is the suscepti-

bility. The product of εoχ is the dielectric constant of a material. The

high order χ terms are extremely small compared to χ (1). When the

material is irradiated with typical continuous irradiation sources, as

in the case of IR and Raman spectroscopy, the high order polariza-

tion terms are negligible and cannot be probed. However, when high-

intensity laser pulses are irradiated to the sample, then E(ω)2 and

E(ω)3 terms become large enough to make the high order polariza-

tion terms significant.

Let’s consider the second-order polarization term, χ (2)E(ω)2, when

two laser beams with frequencies ω1 and ω2 are irradiated. The electric

fields of the laser beams can be expressed as the sum of simple cosine

waves, E(ω)=E1 cosω1t+E2 cosω2t. Then, the second-order polar-

ization term can be expanded using simple trigonometric conver-

sions:

This simple mathematical manipulation explains that the second-

order responses of the material polarization contain multiple terms
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with frequencies equal to two times the input frequencies (2ω1 and

2ω2), the sum of input frequencies (ω1+ω2), and the difference of

input frequencies (ω1−ω2). The SFG spectroscopy focuses on the

photon emitted from the sample with a frequency (ω1+ω2).

To probe vibration modes of molecules in the sample, one of the

input laser frequencies is tuned to mid-IR range (ωIR) and the other

beam is typically in the visible range (ωVIS). Then the output fre-

quency, ωSFG=ωVIS+ωIR, is in the blue to ultraviolet range (blue down-

arrow in Fig. 9). The intensity of the SFG output signal, I(ωSFG), is

expressed as [118]:

where I(ωVIS) and I(ωIR) are the intensities of the visible and infra-

red laser beams and χeff
(2) is the effective nonlinear susceptibility

[118]:

Here, N is the number density of the molecules producing SFG sig-

nals, 〈M
αβ
Ay〉 is the angle-average of the product of the Raman and

IR tensors, ωq is the frequency of a normal vibration mode, and Γ

is the damping constant. In the SFG analysis with a tunable IR beam,

signals are resonantly enhanced as the frequency of the input IR

beam (ωIR) approaches ωq in the sample. The peak width is deter-

mined by the damping constant Γ. The numerator of the χeff
(2) term

states that the vibration mode must be both Raman- and IR-active

to be SFG-active. Otherwise, either Raman or IR tensors will be

zero, making χeff
(2)=0. Another very important selection rule for SFG

comes from the third-order tensor nature of χeff
(2), which dictates

that the SFG process takes place only when the irradiated medium

has no inversion symmetry, otherwise χeff
(2) is zero [111,119,120].

The noncentrosymmetry requirement is schematically illustrated

in Fig. 13. When vibration modes (denoted with brown arrows) are

arranged randomly (Fig. 13(a)) or with inversion symmetry (Fig.

13(b)), then χeff
(2) is zero. Or if the molecule itself has inversion sym-

metry (Fig. 13(c)), then χeff
(2) is zero. Only when the molecule does

not have inversion symmetry and those molecules are arranged non-

centrosymmetrically in space (Fig. 13(d)), χeff
(2) can have non-zero

values and SFG signals can be generated [111]. In addition, the phase

matching of the SFG process is very sensitive to the spatial distri-

bution of vibration groups over the optical coherence length, which

is on the order of hundreds of nanometers [116]. Thus, the SFG spec-

tral features such as relative intensities of various vibration modes

can provide information about the structural assembly of the vibra-

tion groups over this length scale.

Fig. 14 compares the IR, Raman, and SFG spectra of microcrys-

talline cellulose (commercial Avicel® PH-101) [26]. The SFG spec-

trum of cellulose shows much sharper and fewer vibration peaks

compared with IR and Raman spectra, owing to the noncentrosym-

metry selection rule of the SFG process. The absence of the peak

at ~2,900 cm−1 in SFG is due to the symmetry cancellation of the

axial C-H bonds [26]. In the cellulose I crystal, there are equal num-

bers of axial C-H groups on the opposite sides of the chain; thus, it

creates a situation similar to Fig. 13(b). The peaks at 2,850 cm−1

(weak) and 2,945 cm−1 (strong) are attributed to the symmetric and

asymmetric vibrations, respectively, of the CH2 group at the C6 posi-

tion with the tg conformation [26]. These peak positions are in good

agreement with the vibration frequencies predicted from DFT cal-

culations [29].

The SFG peak at ~3,325 cm−1 can be attributed to the intra-chain

hydrogen-bonded OH groups such as O3-H and O2-H [26]. Although

water molecules or hydroxyl groups in the amorphous region pro-

duce a broad interfering band in IR, they do not produce any SFG

signal since they are randomly arranged in the sample (Fig. 13(a)).

After proper H/D exchange treatments of the hydroxyl groups in

the amorphous region accessible by D2O, the cellulose SFG spec-

tra showed neither discernible O-D peak growth nor O-H peak de-

crease [26,29]. This confirmed that SFG is sensitive to the crystal-

line cellulose chains, not the disordered chains in the amorphous

region.

Hemicellulose and lignin in biomass do not produce SFG sig-

nals, because they are randomly arranged in the sample [26]. This

allows direct and selective detection of crystalline cellulose inside

plant cell walls without any extraction or separation of amorphous

components [26]. In addition, the SFG signal intensity is sensitive

to a wide range of crystallinity, although it varies non-linearly with

the mass fraction of cellulose in the samples [27]. The non-linearity

might be due to the matrix effects such as light scattering and ab-

sorption of IR by other carbohydrate polymers, as well as the non-

linear dependence of the SFG process on the density of the SFG-

I ωSFG( ) χeff

2( ) 2
I ωVIS( )I ω IR( )∝

χeff

2( )
 = 

N M
αβ
Ay〈 〉

α β γ, ,
∑

εo ω IR − ωq − iΓ
 

( )
----------------------------------------

Fig. 13. Schematic illustration of the noncentrosymmetry require-
ment of χeff

(2) in the SFG process. The directionality of vibra-
tion modes is depicted by brown arrows.

Fig. 14. Comparison of IR, Raman and SFG vibrational spectra
of microcrystalline cellulose (Avicel® PH-101). Reprinted
with permission from Ref. 26. Copyright 2013 American
Chemical Society.
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active molecules. As long as the cellulose crystal size and packing

do not change, the SFG intensity can be correlated to the amount of

crystalline cellulose in biomass using a proper calibration curve [27].

SFG can distinguish cellulose polymorphs. Cellulose Iα and Iβ

show characteristic OH peaks at 3,240 cm−1 and 3,270 cm−1, respec-

tively [29]. Fig. 15 compares the XRD, NMR, and SFG spectra of

cellulose Iβ, II, IIII, and IIIII. Compared to cellulose Iβ, cellulose II,

IIII, and IIIII show a blue shift of the CH2 peaks: from 2,850 cm
−1 to

2,886 cm−1 for the symmetric stretch and from 2,944 cm−1 to 2,960

cm−1 for the asymmetric stretch [29]. The CH2 peak positions in

the cellulose SFG spectra can be correlated with the conformations

of the hydroxymethyl groups of these polymorphs. The NMR spectra

in Fig. 15(b) show the C6 signal at 64.9 ppm for cellulose Iβ, and

62.1-62.8 ppm for cellulose II, IIII, and IIIII. These 
13C6 chemical

shifts in NMR correspond to tg and gt conformations, respectively

(see Section 2). Thus, the CH2 peak at 2,960 cm
−1 can be attributed

to the gt conformation of the hydroxymethyl groups in the cellu-

lose II, IIII, and IIIII polymorphs.

In the OH stretch region of SFG, drastic differences are observed

among cellulose polymorphs (Fig. 15(c)). Cellulose Iβ shows a peak

at 3,320 cm−1 with a weak shoulder at 3,270 cm−1. Cellulose IIII has

a very sharp and strong peak at 3,480 cm−1; in contrast, cellulose II

and IIIII display very weak or barely noticeable peaks at 3,450-3,480

cm−1. The OH peaks near 3,450 and 3,480 cm−1 of cellulose II and

IIII are known to have dipole moments aligned along the cellulose

chain direction, similar to the 3,320 cm−1 peak in cellulose Iβ [50,

121]. Thus, the relative SFG intensities of these intra-chain hydro-

gen-bonded O-H groups can be correlated to the chain directional-

ity in each polymorph using the noncentrosymmetry rule of the SFG

process. In cellulose Iβ, all cellulose chains are arranged in the same

(parallel) direction. In this structure, the dipoles of the O3H groups

add up over the entire crystal, becoming SFG-active. In contrast,

cellulose II shows a negligible O-H peak in SFG compared to the

CH2 peak. The absence (or weakness) of the OH peak whose dipole

is along the chain direction indicates that the cellulose chains are

aligned in an antiparallel fashion in the unit cell [29]. The ammo-

nia-treatment does not affect the chain directionality of the starting

material [73]. Thus, cellulose IIII has a strong OH peak, but cellu-

lose IIIII does not show any OH peak.

PERSPECTIVES

The incomplete understanding of cellulose structure is rooted in

the complexity of its structure in its native state and the different

forms into which it is transformed during isolation or pretreatment

processes. These complexities are further amplified by the inade-

quacy of conceptual models and methodologies used for cellulose

characterization. It is important to recognize that different analyti-

cal techniques probe the cellulose structure through completely differ-

ent principles. Thus, they observe different aspects of the cellulose

structure. Sometimes, in the absence of better scientific proof in the

past, an old empirical model became a convenient dogma of the

field. An example is the XRD crystallinity index calculation based

on the peak heights [27,77]. It was originally proposed as an easy,

time-saving estimation method in 1959, but it is often treated as an

absolute value in recent literatures.

There is still a debate on the crystal structure of native cellulo-

ses. In his recent review paper [1], Atalla argued that the diffraction

and spectroscopy analyses arrived at different conclusions about

the repeat unit in the cellulose Iα and Iβ unit cells and how each

glucose monomer is oriented. In XRD analysis, the P21 (two-fold

screw axis) symmetry was assumed for the structural models for

cellulose I before the discovery of Iα and Iβ duality in native cellulo-

ses [122]. And some diffraction peaks that did not fit well to the

P21 symmetry model were omitted in the structural refinement. These

analyses ended up with three different chain conformations: one

chain in the Iα unit cell and two chains in the Iβ unit cell. But, Atalla

claimed that both cellulose Iα and Iβ must have the same ring con-

formation. This proposal was made based on the fact that Raman

spectra of cellulose Iα and Iβ show essentially the same ring vibra-

tion modes (peak positions are the same; only the relative intensi-

ties are different) and there was no peak splitting for cellulose Iβ

although the peak splitting is expected for the two-chain unit cell

structure model. The origin of paracrystalline cellulose and the pres-

ence of cellulose IV are still unclear [6,90,91,93]. Knowing the con-

troversy of the structure of purified cellulose, it is not surprising

Fig. 15. Polymorphism of commercial cellulose Avicel PH-101. (a) XRD, (b) 13C NMR, and (c) SFG spectra. Reprinted with permission
from Ref. 28. Copyright 2013 Springer.
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that current understanding of the crystal structure and spatial assem-

bly of cellulose microfibrils in native plant cell walls is even less

[9,100].

To advance our understanding on the structure of cellulose, in

either purified or native state, it is very important to first know the

basic principle of the analytical technique and take cautious steps

when the conclusion from one analysis is extrapolated or general-

ized. The main focus of conventional diffraction and spectroscopy

analyses is on the issues of “repeating unit cells” corresponding to

domains that are of the order of sub-nm in dimension. To study the

organization of these repeating unit cells at the next level in the hier-

archy of assembly over 1 nm and 100’s nm within plant cell walls

and biomass, there are a number of new issues that have not been

considered. One issue is the departures from a linear lattice model,

which have been generally regarded as measures of disorder; they

must originate from the hierarchical organization in a biological struc-

ture, rather than purely random crystal packing. The fact that sig-

nificant fractions of the cellulose molecules are exposed at the sur-

face of the microfibrils of native celluloses, particularly in the case

of higher plants, is another important issue. These issues arise in

relation to their biogenesis since the cellulose chains at the surface

of microfibrils are in intimate contact with hemicellulose and other

small molecules (including water), which will affect the thermody-

namics of the crystallization process. Finally, the packing and assem-

bly of cellulose microfibrils into three-dimensional ‘fibrous composite

structure’ of cell walls are closely related to the cell growth through

cell wall expansion and mechanical support at various developmen-

tal stages or living environments of plants [123,124]. They also have

huge impacts on cell wall degradability through chemical and enzy-

matic processes, which is the main focus of many engineers aiming

to produce biofuels and other useful chemicals from lignocellulosic

biomass. The new developments of nondestructive analytical tools

that can reveal hierarchical structures of cellulose microfibrils in

the range between 1 nm and 100’s nm can provide critical insights

needed to explore the relationships between structure and reactivity

of cellulose and lignocellulosic biomass. SFG could provide such

information due to its phase matching condition over the optical

coherence length scale. The availability of detailed characterization

of the cellulose aggregation states should permit more systematic

exploration of the influence of biological source and treatment his-

tory of cellulosic samples on their reactivity in chemical and biologi-

cal processes [125,126].

Clearly, computational analyses would play critical roles in all

aspects of cellulose characterization [32,127-129]. Computer simu-

lations can calculate and predict fundamental properties that have

not been tested experimentally. They can also calculate parameters

or properties that complement the experimental findings or assist

the interpretation of experimental data. To catalyze more reliable

and meaningful computations, it is needed to develop more accu-

rate potentials and force fields describing chemical bonds and molec-

ular interactions in cellulose.
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