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Abstract−A novel analytical design method of industrial proportional-integral (PI) controllers was developed for

the optimal control of first-order processes with operational constraints. The control objective was to minimize a weighted

sum of the controlled variable error and the rate of change in the manipulated variable under the maximum allowable

limits in the controlled variable, manipulated variable and the rate of change in the manipulated variable. The con-

strained optimal servo control problem was converted to an unconstrained optimization to obtain an analytical tuning

formula. A practical shortcut procedure for obtaining optimal PI parameters was provided based on graphical analysis

of global optimality. The proposed PI controller was found to guarantee global optimum and deal explicitly with the

three important operational constraints.

Key words: Analytical Design Rules, Constrained Optimization, First Order Process, Optimal Servo Control, Proportional-

integral (PI) Controller, Controller Tuning, Smith Predictor

INTRODUCTION

In many industrial systems, such as two stirred tank reactors cou-

pled by heat transfer [1], level control system [2] or absorption towers

using swirling gas flow [3], optimal servo control has a direct impact

on the accuracy and performance of the system. Precise servo con-

trol also holds the key to success in pneumatic robot systems [4],

vibration isolation systems [5] and many other control products. In

most optimal control cases, the control objective considers the varia-

tions not only in the controlled variable but also in the manipulated

variable to cope with the performance and robustness together. Fur-

thermore, many industrial control loops have several important con-

straints associated with both controlled and manipulated variables.

This feature of an industrial control loop often requires an optimal

control strategy with constraint handling.

Optimal control, as comprehensive meaning, deals with the prob-

lem of finding a control law for a given system such that a certain

optimality criterion is achieved. Optimal control of a process with

multiple constraints is quite challenging, even for a process with

simple dynamics. Despite its usefulness, the constrained optimal

control strategy has rarely been employed in industrial control loops

that mainly use simple PI controllers, possibly because a PI con-

troller is accepted as being too simple to implement any sophisticated

control strategy. An analytical form of the optimal design method

is attractive, but the complexity of the optimal control problem makes

it unsuitable, even for very simple dynamic processes. The most

typical and representative approach for optimal controller design is

to use a classical optimal control framework derived using Pontry-

agin’s principle or solving the Hamilton-Jacobi-Bellman equation

[6-10] where the optimal PI parameters can be usually obtained by

solving non-linear constrained optimization directly. Unfortunately,

no numerical technique for non-linear optimization guarantees glo-

bal optimal solution. For more complex nonlinear optimization prob-

lems, the stochastic optimization methods such as genetic algorithm

(GA) [11,12], particle swarm optimization (PSO) [13,14], and heuris-

tic Kalman algorithm (HKA) [15] can be applied. However, those

computational approaches mainly use experimentation, evaluation

and trial-and-error to obtain a numerical solution, and hardly pro-

vide truthful insights about the relations among process parameters

as well as their effects on the constraints and optimal solutions [16].

Furthermore, many practitioners are unfamiliar with the use of com-

plicated optimization packages.

To overcome these problems in finding optimal PI controller par-

ameters, an optimization based approach for the analytical design

was first developed for simple integrating processes for a regula-

tory problem with different types of constraint sets [17-20], and for

a servo problem with multiple constraints [21]. This study extends

the optimization-based approach for analytical design to general

first-order processes, which is the representative dynamics of the

majority process in the process industry. By focusing on minimiz-

ing a weighted sum of a controlled variable error and the rate of

change in a manipulated variable, the proposed controller was also

designed to satisfy the given maximum allowable limits in the output

variable, manipulated variable and the rate of change in the manip-

ulated variable. The constrained optimal servo control problem was

first formulated and then converted to an equivalent unconstrained

optimization in terms of two new independent variables by apply-

ing the Lagrange multiplier method. The optimal PI tuning rule was

finally obtained from rigorous graphical analysis of possible cases

with respect to the location of the global optimum. The resulting PI

controller greatly improved the control performance by guarantee-

ing a global optimal solution while explicitly handling the important

operational constraints. Another advantage of the proposed analyti-

cal design method is that it provides useful insights into the opti-
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mal control behavior and its physical interpretation, which is im-

possible in any black box approach based on the direct application

of non-linear optimization. The proposed design method was based

on delay-free first-order processes. This method can also be applied

directly to the delayed first-order processes by simply employing

the Smith predictor structure.

DESIGN AND METHODOLOGY

1. Control System Description

Throughout this study, we assumed that the Smith predictor sys-

tem as shown in Fig. 1(a) will be considered for a first-order pro-

cess with a time delay, whereas a conventional feedback system

was applied for a delay free first-order process. If there is no model-

plant mismatch, the Smith predictor system can be expressed equiv-

alently in a simpler configuration for the servo problem as in Fig.

1(b), where the time delay factor is eliminated from the feedback

loop. Therefore, the controller can be designed based only on the

delay free part of the process. A conventional feedback control sys-

tem for a delay free first-order process is equivalent to the structure

in Fig. 1(b) but the time delay block is removed: Y*(s)=Y(s). To

avoid the proportional kick in the servo control, a modified PI con-

troller, such as the PID controller with the type-C equation used in

the Honeywell TDCTM system, was used.

The design problem then focused on finding the optimal PI con-

troller parameters for a delay free first-order process. The effects of

the set-point change on the outer and inner loops for the delay free

process were then obtained as

(1)

(2)

where

(3-1)

(3-2)

The damping factor of the closed-loop transfer function above

can be expressed as follows:

(3-3)

2. Formulation of Constrained Optimal Servo Control

In this study, the control objective of the optimal servo control

was to minimize the weighted sum of the controlled variable error,

e(t), and the rate of change in the manipulated variable, u'(t) , for a

given set-point step change, ∆ysp, operating under the following three

typical constraints:

(1) maximum allowable limit in the controlled variable, ymax;

(2) maximum allowable limit in the rate of change in the manipu-

lated variable, u'max; (3) maximum allowable limit in the manipu-

lated variable, umax.

Therefore, the objective function can be defined by finding the

controller parameters that minimize the performance measure in

Eq. (4-1) for ∆ysp/s, subject to the constraints in Eqs. (4-2), (4-3)

and (4-4):

(4-1)

subject to

(4-2)

(4-3)

(4-4)

where

e(t)=y(t)−ysp(t) (4-5)

Determining the optimal PI controller parameters by solving the

non-linear optimization directly is still quite challenging and tedious.

Furthermore, there is no guarantee of a global optimal solution. On

the other hand, through clever parameterization, the above con-

strained optimization problems can be converted to a relatively sim-

ple algebraic form, which allows an analytical optimal solution as

well as a graphical interpretation for its global optimality. Note that

in the servo control of the Smith predictor system, minimizing (y(t)−

ysp(t))
2 is equivalent to minimizing (y*(t)−ysp(t))

2. Therefore, all deriva-

tions for the analytical solution will be based on the delay-free part.

Through some mathematical manipulations, the above optimal con-

trol problem can be converted to the following algebraic problem

expressed in term of two parameters, τc and ζ, as follows in Eqs.

(5-1), (5-2), (5-3) and (5-4) (Derivation details are given in the Appen-

dix):
Y

*
s( ) = 

1

ετcτIs
2
 + ετIs +1

-------------------------------------Ysp s( )
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τ
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∫
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u' t( ) u'max≤

u t( ) umax≤

Fig. 1. (a) Block diagram of the feedback control of the FOPDT
process with modified PI controller design and a conven-
tional Smith predictor. (b) Block diagram of the feedback
control of the proposed structure in the nominal case for
the servo problem.
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(5-1)

subject to

(5-2)

(5-3)

(5-4)

where

(6)

and g(ζ ), h(ζ ) and f(ζ ) are given in Eqs. (A10), (A21) and (A16)

in the Appendix, respectively.

Constraints given in Eqs. (5-2), (5-3) and (5-4) show that all three

constraints are expressed in terms of τc and ζ, which allows the op-

timum location to be determined by graphical analysis of the three

constraints and the contour of objective function in the (ζ, τc) space

without the assistance of an optimization package.

3. Controller Design for Constrained Optimal Servo Control

Applying the Lagrangian multiplier [22] with slack variables con-

verts the constrained optimization problem in Eqs. (5-1), (5-2), (5-

3) and (5-4) to an unconstrained equivalent problem with an aug-

mented objective function, as follows:

(7)

where, ϖi is the Lagrange multiplier (ϖi≤0), and σi is the slack

variable.

The conditions necessary for an optimum solution are

(8)

(9)

(10)

(11)

(12)

(13)

minΦ
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Fig. 2. Typical contours and constraints for the seven possible cases with respect to the global optimum location.
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The simultaneous solutions in Eqs. (8), (9), (10), (11). (12) and

(13) for various combinations of ϖi=0, ϖi≠0 and σi≠0 are associ-

ated with the corresponding optimum cases. Fig. 2 shows seven

possible instances with respect to the location of the global opti-

mum for the optimization problem in Eqs. (5-1) and (5-2). The global

optimum can be located in the interior of the feasible region created

by the three constraints (case A) on the boundary of one constraint

(cases C, B, and E) or on the vertex formed by two constraints (cases

D, F, and G).

The conditions associated with these seven cases can be evalu-

ated by examining the geometrical characteristics of the contours

and constraints in (ζ, τc) space. Finally, the global optimum of (ζ,

τc) for each possible case is evaluated as follows:

Case A (ϖ1=ϖ2=ϖ3=0): The extreme point, (ζ
†, τc

†), which is

interior of the feasible region, becomes the global optimum.

The global optimum can be obtained by solving Eqs. (8) and (9)

simultaneously:

(14-1)

and

(14-2)

Case B (σ1=ϖ2=ϖ3=0): The global optimum, which is denoted

by (ζ *h, τc
*h), is located on the constraint, τc

2=γhh(ζ ).

ζ *h can be calculated by replacing τc
*h with  and substi-

tuting it to Eqs. (8) and (9)

(15)

Inserting ζ *h in Eq. (10), τc
*h can then be obtained as follows:

(16)

Case C (ϖ1=σ2=ϖ3=0): The global optimum, which is denoted

by (ζ *g, τc
*g), is on the constraint g(ζ )=γg. ζ

*g is equivalent to the

minimum allowable damping factor, ζmin, which is calculated from

Eq. (11).

τc
*g is then obtained by substituting ζ *g into Eq. (8) as

(17)

Case D (σ1=σ2=ϖ3=0): The global optimum denoted by (ζ
gh,

τc
gh) is located on the vertex point formed by τc

2=γhh(ζ ) and g(ζ )=γg.

ζ gh is also equivalent to ζmin. τc
gh is calculated by substituting ζ gh

into Eq. (10) as

(18)

Case E (ϖ1=ϖ2=σ3=0): The global optimum, which is denoted

as (ζ *f, τc
*f) is on the constraint τc=γff(τc, ζ ).

The optimal ζ *f and τc
*f can be obtained by substituting Eq. (12)

into Eqs. (8) and (9) and solving them simultaneously

τc
*f−γff(τc*f, ζ *f)=0 (19)

(20)

where  denotes the derivative of f(ζ, τc) in term of ζ, and 

denotes the derivative of f(ζ, τc) in term of τc.

Case F (ϖ1=σ2=σ3=0): The global optimum, which is denoted

by (ζ gf, τc
fg), is located on the vertex point formed by τc=γff(τc, ζ )

and g(ζ )=γg.

ζ gf is equivalent to ζmin. τc
fg is then calculated by replacing ζ gf

with ζmin and substituting it into Eq. (12) as

τc
gf−γff(τc

gf, ζmin)=0 (21)

Case G (σ1=ϖ2=σ3=0): The global optimum, which is denoted

by (ζ hf, τc
hf), is located on the vertex point formed by τc=γff(τc, ζ )

and τc
2=γhh(ζ ).

ζ h and τc
hf can be calculated by solving Eqs. (10) and (12) simulta-

neously

(22)

Once the global optimum is obtained in terms of ζ and τc, the

corresponding optimal PI parameters can be calculated directly using

Eqs. (3-1) and (3-2), which leads to

(23-1)

where

(23-2)

Based on rigorous analysis of the geometrical characteristics of

the contours and constraints, the conditions associated with the global

optimum location were evaluated and are summarized in Table 1.

The PI controller designed by the proposed method gives the opti-

mal responses strictly satisfying all three given constraint specifica-

tions. The overall procedure for finding the global optimum quickly

is also presented in Fig. 3.

4. Constraint Set and Feasible Region

In a constrained optimization problem, the global optimum can

exist either on the extreme point or on the active constraints. There-

fore, the feasibility of the solution region should be first checked

for a given constraint set before being applied to a global optimal

solution. Eqs. (A7), (A13) and (A19) in the Appendix show that

the feasible values for ymax and umax constraints must be not less than

|∆ysp| and |∆ysp/K|, respectively, whereas any positive value is valid

for u'max. Fig. 4 shows the effect of three constraints specifications

on the constraints and feasible region. The constraints imposed by

Eq. (5-2) lay a vertical line, whereas the constraints given in Eqs.
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(5-3) and (5-4) provide curves with a similar shape in (ζ, τc) space.

As the ymax, umax and u'max specifications decrease, the feasible region

surrounded by these constraints becomes narrow but is always avail-

able and unbounded with any feasible constraint set. Moreover, the

feasible solution region is always convex from the shape of the three

constraints. Note that as ymax decreases, approaching ∆ysp, the vertical

line by the constraint, γg=g(ζ ), moves to the right and eventually at

ζ=1 in (ζ, τc) space.

SIMULATION STUDY

Consider the following first-order plus time delay (FOPDT) pro-

cess as

(24)

The weighting factors were chosen arbitrarily as ωy=ωu=0.5. Ex-

amples of cases A-G with different constraint specifications were

considered, and are listed in Table2. Figs. 5 and 6 show the responses

of the controlled variable, y(t), the rate of change in the manipulated

variable u'(t) and the manipulated variable u(t) for the seven exam-

ples. As shown in the figures, the PI controller designed by the pro-

posed method provides the optimal responses while strictly satisfy-

ing the ymax, u'max and umax constraints.

Gp s( ) = 
10e

−s

s +1
------------

Table 1. Global optimal of the constrained optimization problem in Eqs. (5-1), (5-2), (5-3) and (5-4)

Case
Lagrange

parameter

Typical

specification
Condition Global optimum

Calculation of global

optimum

A ϖ1=ϖ2=ω3=0 Mild u'
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To highlight the advantage of the proposed method, the closed-

loop performance of the proposed PI controller was compared with

that of the IMC-PI controller [23] under the same structure in Fig. 1

for example 1. The tuning parameter, λ, of the IMC-PI controller

was adjusted for the following two cases:

(1) to give the minimum objective function value provided the

responses of y(t), u(t) and u'(t) satisfy all the given constraints speci-

fications (λ=0.45)

(2) to give the minimum objective function value without con-

sidering the constraint specifications (λ=0.301)

Fig. 7 presents the results of the comparison. Table 3 lists the per-

formance matrix for the servo problem. The PI controller by the

proposed method provided the smallest value of the objective func-

tion satisfying all three constraints. On the other hand, the PI control-

ler designed by the IMC-PI method resulted in larger objective func-

tion values in both cases: the constraints were violated when it pro-

vided the smallest possible objective value; and a large value of the

objective function with slow responses was provided when λ was

adjusted to satisfy all the constraints. These results confirm the advan-

Fig. 3. Flow chart for finding the global optimum and corresponding PI parameters.

Fig. 4. Effect of the y
max
, u'

max 
and u

max
 specifications on the con-

straints and feasible region.

Table 2. Constraint specifications and resulting optimal PI param-
eters

Example Case
Specifications

Optimal PI

parameters

u'max ymax umax Kc τI

1 A 1.05 1.05 0.20 0.358 0.358

2 B 0.90 1.05 0.20 0.292 0.324

3 C 1.05 1.01 0.20 0.394 0.374

4 D 0.50 1.01 0.15 0.269 0.509

5 E 0.40 1.05 0.13 0.195 0.622

6 F 0.20 1.01 0.11 0.112 0.682

7 G 0.50 1.05 0.12 0.348 0.697
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tages of the proposed method.

DISCUSSION

1. Effect of Weighting Factors

In the optimal control, the weighting factor, ω, is a crucial param-

eter to adjust the control performance and robustness. The weight

of the controlled variable on the performance measure increased

with increasing ωy. Accordingly, the optimal PI controller yields a

tighter control response. On the other hand, when a larger ωu is chosen,

the main control objective is not to control the controlled variable

fast but rather smoothly. Fig. 8 shows how the global optimum and

extreme point locations vary with the weighting factor when the

constraints by the ymax and u'max specifications are applied. When ωy

is set to a small value, such as ωy=0.1 (or ωu was set to a large value),

the performance measure of the optimal control is determined mainly

by the variation of the rate of change in the manipulated variable.

Accordingly, the optimal controller provides a tight response of the

rate of change in the manipulated variable and the response is con-

strained by the ymax specifications. Furthermore, because the extreme

Fig. 5. Responses of y(t), u'(t) and u(t) for examples (1) to (3).

Fig. 6. Responses of y(t), u'(t) and u(t) for examples (4) to (7).
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point is likely to be located above the boundary of τc
2=γhh(ζ ), the

global optimal point will be either on the extreme point, i.e., case

A or on γg=g(ζ ), i.e., case C, as indicated in Fig. 8. When a larger

ωy bis applied, the performance measure of optimal control is deter-

mined mainly by the variation of the controlled variable, the opti-

mal controller yields a tight response of the controlled variable, and

the response is constrained by the u'max specification. Moreover, the

extreme point shifts the location to the left and lower direction in

(ζ, τc) space, and the optimal solution is likely to occur on the con-

straint, τc
2=γhh(ζ ), formed by the u'max specification, i.e., case B.

Fig. 9 shows the responses of the controlled variable and the rate

of change in the manipulated variable for various weighting factor

settings when ymax=1.1 and u'max=3. As observed from the figure,

the optimal PI controller yields a tighter and faster control response

as ωy increases, whereas there is a smoother control response with

a small rate of change in the manipulated variable when a larger ωu

is chosen. Note that the proposed PI controller strictly satisfies the

constraints by the ymax and u'max specifications, regardless of the weight-

ing factor setting.

Remark: For unconstrained case (case A), the ratio of the opti-

mal proportional gain, Kc

opt
, to the optimal integral time, τI

opt, is inde-

pendent of the other process parameters and only a function of the

weighting factor, in particular, equal to the square root of the ratio

of ωy to ωu

(25)
Kc

opt

τI
opt

--------- = 

ωy

ωu

------

Fig. 7. Responses of y(t), u'(t) and u(t) using the proposed method and IMC-PI method.

Table 3. PI parameters and performance of the IMC-PI method
and proposed method

Method λ
Specifications PI parameters Objective

functionu'max ymax umax Kc τI

Proposed - 1.05 1.05 0.2  0.358 0.358 0.237

IMC-PI 0.450 1.05 1.05 0.2  0.222 0.450 0.266

0.301 1.05 1.05 0.2  0.322 0.301 0.243

Fig. 8. Effect of the weighting factor on the trajectories of the ex-
treme point and global optimum.

Fig. 9. Effect of the weighting factor on the responses of y(t) and u'(t).
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Furthermore, the peak value of the rate of change in the manip-

ulated variable for the unit step set-point is also equal to the square

root of the ratio of ωy to ωu as

(26)

This explains the independence of u'peak on the process parame-

ters variations, as shown in Figs. 11 and 12.

3. Effect of the Process Parameters

The process parameters affect the shape and location of the con-

straints as well as the objective function contour in (ζ, τc) space,

upeak
'

∆ysp
---------- = 

ωy

ωu

------

Fig. 10. Effect of the process parameters on the trajectories of the extreme point and global optimum.

Fig. 11. Effect of the process gain on the responses of y(t), u'(t) and u(t).

Fig. 12. Effect of the time constant on the responses of y(t), u'(t) and u(t).

which results in different global optima in the control parameters

and different behaviors of the optimal controller. Fig. 10 shows how

the constraint curves, extreme point, and thus the global optimum,

vary with the process gain and time constant. As the process gain,

K, increases, the extreme point moves to a lower left position and

the constraints by u'max and umax shift to a lower position in (ζ, τc)

space. The constraint by u'max also changes from lower to higher

position than that by umax simultaneously. The optimal response there-

fore is likely to be constrained by ymax or u'max from umax as K increases

further. In contrast, as the time constant, τ, increases, the extreme

point shifts to a higher left position and the two constraints a higher
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position in (ζ, τc) space. In this case, the constraint by u'max shifts

from higher to lower position than that by umax simultaneously. The

optimal response therefore firstly is likely to be constrained by u'max
and then by ymax and umax as τ increases further. Note that the con-

straint by ymax is independent of the process parameters.

Fig. 11 shows the closed loop responses for a range of values of

the process gain, K, where a constraint set was chosen as ymax=1.05,

u'max=10, umax=1.0, and the other parameters were fixed at τ=5, ωy=

ωu=0.5. Fig. 12 presents the closed loop responses for various val-

ues of the time constant, τ, where the constraints of ymax=1.05, u'max=

10, umax=1.0 were selected and K=20; ωy=ωu=0.5. Note that these

two cases belong to case A. As observed in the responses, a larger

K value results in faster responses of the optimal controller with a

larger overshoot. On the other hand, a larger τ causes slower responses

of the optimal controller with a smaller overshoot.

4. Robustness for Plant-Model Mismatch

Robustness is important to any controller design. The robustness

of the proposed controller was evaluated by inserting a perturbation

uncertainty of ±5% in all three process parameters simultaneously

to obtain the model mismatch case for the sample process given in

Eq. (24). The simulation result comparing the responses for nomi-

nal and model mismatch cases is shown in Fig. 13. The result indi-

cates the control performance does not sensitively change the pro-

posed controller against the uncertainty given. Note that this sensi-

tivity is independent on the approach to get the optimal solution

but implies how sensitively the control performance of the FOPDT

process deviates from its global optimality for given parametric un-

certainties.

CONCLUSIONS

Clever parameterization of an optimal control formulation allows

an analytical tuning rule of the PI parameters for the optimal servo

control of first-order processes with multiple operational constraints.

The proposed design method explicitly deals with the representative

type of constraints as well as minimizing the general cost function

of optimal servo control problems. Rigorous graphical analysis of

the contour and constraints showed that the possible optimal cases

must belong to one of the seven cases, depending on the location

of the optimal solution in (ζ, τc) space. The proposed simple analyti-

cal tuning procedure allows the optimal PI parameters to be found

quickly and guarantees their globally optimality without the need

for complex optimization packages, which often leads to a non-opti-

mal solution and require many trials. The proposed method is based

mainly on delay-free first-order processes but can be applied directly

to time-delayed processes by simply employing the Smith predictor

structure. The proposed controller yields the optimal servo responses

strictly satisfying the three given constraint specifications. The ana-

lytical form for the controller design also gives control practitioners

a useful insight into the effects of the process and design parame-

ters on control performance.
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NOMENCLATURE

D(s) : transfer function of the disturbance variable

e(t) : controlled variable error

K : plant process gain

Kc : proportional gain

: model process gain

U(s) : transfer function of the manipulated variable

u(t) : time function of the manipulated variable

umax : maximum allowable limit of the manipulated variable

u'max : maximum allowable limit of the rate of change of the manip-

ulated variable

u'(t) : time function of the rate of change of the manipulated vari-

able

Y(s) : transfer function of the controlled variable

Ysp(s): transfer function of the set point variable

y(t) : time function of the controlled variable

ymax : maximum allowable limit of the controlled variable

∆ysp : expected maximum step change in the set point

ζ : damping factor

σi : slack variable

θ : plant dead time [min]

: model dead time [min]

τ : plant time constant [min]

τI : integral time constant [min]

: model time constant [min]

ϖi : Lagrangian multiplier

ωy, ωu, ω : weighting factors
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APPENDICES

1.Appendix A. Derivation of the Performance Measure, φ,

Given in Eq. (4-1)

Consider a delay free first-order process. For a step change in

the set point of the controlled variable, i.e., ysp=∆ysp/s, e(t) and u'(t)

given in Eqs. (1) and (2) are obtained as follows.

(A1)

(A2)

where r1 and r2 are the roots of the characteristic equation, ετcτIs
2+

ετIs+1=0.

(A3)

and

for 0<ζ≤1

(A4)

for ζ>1

Note that this notation for x will be used throughout the Appen-

dix. Therefore, the performance measure for optimal control was

derived as

(A5)

2.Appendix B. Derivation of the Constraint Given in Eq. (4-2)

The response of the controlled variable to a step change in the

set point was obtained from the inverse Laplace transform of the

equation given in Eq. (1)

for 0<ζ<1

for ζ=1

(A6)

for ζ>1

The steady-state response of the controlled variable to a step change

in the set point is defined as t approaches infinity and was obtained

as follows:

yss (t→∞)=∆ysp (A7)

From the differentiation of y(t), the peak time for the largest peak

in the controlled variable was obtained as

for 0<ζ<1

=∞ for ζ≥1 (A8)

The peak of y(t) was found as follows:

ypeak=∆ysp·g(ζ ) (A9)

where

for 0<ζ<1

=1 for ζ≥1 (A10)

Therefore, the constraint in Eq. (4-2) can be expressed as

∆ysp·g(ζ )≤ymax (A11)

3.Appendix C. Derivation of the Constraint Given in Eq. (4-4)

The response of the manipulated variable to a step change in the

set point is obtained from the inverse Laplace transform of the equa-

tion given in Eq. (2):

for 0<ζ<1

for ζ=1
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r2e
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(A12)

for ζ>1

The steady-state response of the manipulated variable to a step

change in the set point is defined as t approaches infinity:

(A13)

The peak of u(t) can be found from du(t)/dt=0 as

(A14)

for 0<ζ<1

for ζ=1

(A15)

for ζ>1

Therefore,

(A16)

where

for 0<ζ<1

for ζ=1

(A17)

for ζ>1

Thus, the constraint given in Eq. (4-4) can be expressed as fol-

lows in Eq. (A17):

(A18)

4.Appendix D: Derivation of the Constraint Given in Eq. (4-3)

The rate of change in the manipulated variable, u'(t), can be ob-

tained by differentiating equation in Eq. (A12)

for 0<ζ<1

for ζ=1

(A19)

for ζ>1

The steady-state response of the rate of change in the manipulated

variable to a step change in the set point is defined as t approaches

infinity:

(A20)

The peak of u'(t) can be found from du'(t)/dt in terms of ζ and τc
as:

(A21)

where

for ζ>0 (A22)

Therefore, the constraint given by Eq. (4-4) can be expressed as:

(A23)
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