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Abstract—Predicting the solubility of acid gases in ionic liquids (ILs), has lately appeared as advantageous for natural
gas purifying, which is equipped by powerful models considering technical and economic aspects. Important issue in
the assessment of ILs for potential utilization in gas sweetening process is estimating the H,S solubility at various tem-
peratures and pressures Experimental measurements are costly and take considerable time and effort. As a result, pro-
posing methods for predicting the behavior of this system over a wide range of conditions is vital. In this regard,
molecular dynamics simulation (MD) technique as well as artificial intelligence knowledge of hybrid genetic algorithm-
adaptive neuro fuzzy inference system (GA-ANFIS) and an empirical polynomial regression (PR) model were employed
to estimate the solubility of H,S in [bmim][PF] IL. Pressure and temperature are considered as the independent input
variables and H,S solubility as the dependent output variable. The results of this study reveal that the simple fourth-
order PR model and GA-ANFIS have the highest accuracy. As a result of the simplicity and accuracy of PR model, it
can be used without any prior knowledge about MD and artificial intelligence (AI). According to the accuracy and pre-
cision of model proved by the obtained result, the solubility of H,S in ILs has been estimated. The results show that the
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PR method is more trustworthy than other models.
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INTRODUCTION

Eliminating acidic contaminants such as H,S and CO, gases from
oil and gas streams is imperative and directly relevant to environ-
mental conservation and committing safety criteria as much as
economic reasons [1-4]. H,S toxicity and its emission to the atmo-
sphere are the two most essential reasons to keep it from being
airborne. This method is the most commonly used in absorption
by Alkanolamine solutions followed with desorption, which is car-
ried out by reducing the pressure and heating the solution. Besides,
Disopropanolamine, Diethanolamine, Mono-Ethanolamine and N-
methyl-Diethanolamine are the most prominent industrial Alkanol-
amines for this process. In recent years, ILs have attracted atten-
tion, for not only reduce the loss of Alkanolamine, but also deplete
the amount of water present in the gas stream. Besides, by utilizing
ILs, lower energy will be needed in comparison with high energy
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demand to regenerate the aqueous Alkanolamines [5,6]. ILs cover
a vast range of various new syntheses because of interesting char-
acteristics for wiping out the hazardous and polluting organic sol-
vents [7]. A group of astonishing benefits of ILs compared to other
organic solvents can be mentioned as high thermal conductivity,
capability of ILs for dissolving many organic, inorganic and organo-
metallic compounds, being highly polar and non-aqueous polar
alternatives. Additionally; very low vapor pressure is the most notice-
able feature [8-14].

Gas solubility at different temperatures and pressures plays the
major role in evaluating the proficiency of ILs for gas sweetening
systems [15-17]. There are numerous papers concerning gas solu-
bility, mainly CO, in ILs, though the investigational data of H,S
solubility in ILs are limited [18-22]. Subsequently; it is undoubt-
edly priceless to develop predictive approaches for appraising and
predicting the properties of systems over various conditions.

During the last decade, many researchers were advancing sim-
ple models to complex ones to approach the prominent model of
solubility in ILs. Kamps et al. studied the solubility of CO, in
[bmim][PF] in the temperature range of (293 to 393) K and pres-
sures up to about 9.7 MPa. Solubility values were correlated by
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means of the extended Henry’s law [23]. In another mini review,
Shukla et al. considered the superior potential of IL to absorb and
capture CO, gas molecules; besides, the nature and mechanisms of
interactions between IL-CO, were investigated, which completely
depend on the nature of cation, anion and presence of functional
group. Note that the extent of interaction between the compo-
nents of ILs plays an important role in CO, capture [24]. More-
over, Ghazani et al. developed least square support vector machine
(LSSVM) algorithm as a suitable model to estimate the solubility
of CO,-rich gaseous mixtures including H,S, SO,, CH,, and N,O
in different ILs [25]. The solubility of CO, in 20 different ILs over
a vast range of pressure (0.25-100.12 MPa) and temperature (278.15-
450.49 K) was predicted by Mesbah et al. [26]. They used a robust
MLP-NN method with the R® of 0.9987, MSE of 0.6293 and
AARD% of 1.84 which proved the model was accurate in estimat-
ing experimental values. By considering the researchers’ published
papers, it becomes clear that, the most repeatedly used simple cubic
equations of state (EOSs) which have been utilized by researchers
are Peng-Robinson (PR) [27] and Soave-Redlich-Kwong (SRK) [28].
In addition, in these approaches instead of linking an anion and a
cation, the IL was demonstrated as a complete molecule compris-
ing cohesive energy and certain volume [29]. Other results of
attempting in ILs modeling are the activity coefficient models and
group contribution methods. In another aspect, several excess Gibbs
energy models, such as the Non-random two-liquid (NRTL) model
[30], Wilson's equation [31], UNIQUAC [32] and the group con-
tribution method of UNIFAC [33] have been scrutinized in sev-
eral articles. Since ILs have several exclusive features like insignificant
vapor pressures and long alkyl chains on the cations in which the
polymers have the same characteristic, a broad range of investiga-
tions have endeavored to model ILs by lattice models. The statisti-
cal associating fluid theory (SAFT EoS) is an effective solubility
model for ILs where its modifications, like PC-SAFT [34], tPC-
PSAFT [35] and SAFT-y [36], have been provided as well [29]. It
is noteworthy that these sorts of complicated thermodynamic mod-
els which consist of complex calculations need various mathemati-
cal derivations and innovative programming. Regardless of the
particulars or exceptions, there is no general approach for all the
mentioned methods. Also, they are limited to the particular sys-
tems in which they have been modulated [37,38]. Hence, the capa-
bility of estimating the phase behavior in such systems for different
sorts of ILs needs applying general and robust approaches which
cover various conditions considering the supreme importance.
MD simulation is a tremendous method to predict the gas sol-
ubility. This method was used for the bulk to obtain their equilib-
rium and non-equilibrium properties such as thermodynamic and
transport properties of wide varieties of materials. However, the
acute bottleneck in using MD to obtain the accurate and reliable
properties is determining the energy parameters of the interaction
of every single atom in the simulated system, which is called force
field [39,40]. Many methods have been developed to calculate the
solubility of gases in various materials based on molecular simula-
tions. Some of the most important and at the same time, most com-
monly used methods are the Monte Carlo (MC) methods. Other
methods were developed on the basis of small equilibrium cycles in
the form of NPT and NVT ensembles using MD simulation [41]. To
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achieve the solubility of benzene in dimethyl-imidazolium chlo-
ride and dimethylimidazolium hexafluorophosphate ILs, Hanke et
al. [42] tried to use MD simulations considering the benzene with
and without charges. One of the solutions to get the solubility of
carbon dioxide in [Cymim][PFs] with united-atom (UA-FF) and
all-atom (AA-FF) force fields [43,44] is to use NPT MC simula-
tions, which was carried out by Shah and Maginn [45] who sug-
gested this method and applied Widomn1s test particle insertion [46].
By investigating the H,S solubility in some ILs, Pomelli et al. [47]
indicated that the acid gas does not have a reaction with the IL. By
the first principle calculations of the interaction energy of H,S with
[C;mim][Cl], [BE,], [TfO], [TE;N] and [PE,], they found that hydro-
gen sulfide was highly solvable in [C,mim][Cl], whereas the solu-
bility of H,S in [C,mim][PF,] was very much lower. Jalili et al. [48]
noticed that H,S is more soluble compared to CO, by studying the
solubility of CO,, H,S and their mixtures in [C;mim][Tf,N]. They
conducted ab initio calculations and explained that the energetic
interactions of H,S with cation part of IL and the anion part [Tf,N]
were higher as compared to the CO,-IL and CO,-[TE,N]. The authors
mentioned that the main reason for solubility is the strength of
gas-anion interactions. The amount of available information for
the H,S-IL system, whether theoretical or experimental, is limited
and available for different ILs like [C;mim][PF], [C,mim][BE,],
[Cnmim][TE,N] and [Cymim][Cl] [15,49], while the amount of
existing information for CO, is considerable and proceeding [23,
50-52].

Recently, the capability of analyzing and modeling enigmatic
and challenging issues has lead to several researches implemented
widely in science and engineering by some soft computing meth-
ods, like support vector machines (SVMs), GAs, ANFIS and artifi-
cial neural networks (ANNS) [53]. The solubility behavior of various
gas-liquid systems has been surveyed by several ingenious models
recently. Shafiei et al. attempted to calculate the H,S solubility in
eleven different ILs by the use of ANN model, two different opti-
mization algorithms under the name of particle swarm optimiza-
tion (PSO) and back propagation algorithms were used. According
to the obtained data, the accuracy of PSO-ANN was higher than
back propagation-ANN [54]. Having considered the capability of
least squares support vector machine (LSSVM) equipped with an
optimization method, under the name of GA, the H,S solubility in
eleven different ILs was modeled by Ahmadi et al. Additionally,
the GA-LSSVM outputs were compared with outputs of SRK [28]
and PR [27] EOSs. The obtained results indicated that the opti-
mized GA-LSSVM model demonstrated higher accuracy than SRK
and PR EOSs [55]. On the other hand, an -ANN and an ANFIS
as well as SRK and PR EOSs were used by Baghban et al. [56] for
estimating the CO, solubility in fourteen different ILs. It was revealed
that the ANN approach was superior to the ANFIS model and the
other two EOSs [56].

Current study spotlights the application of new methods cover-
ing the prediction of H,S solubility in [bmim][PF,]. Moreover, cal-
culation of CO, solubility in many commonly investigated ILs has
been represented as a unique correlation relying on a multivari-
able regression method [24].

In this study, for the first time, three various modeling meth-
ods, namely GA-ANFIS as an Al method, new emerging technol-
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ogy of molecular simulation, and simple yet accurate model of
polynomial regression, are proposed and compared with each other
to yield a guideline for researchers to utilize the best model in their
studies. In addition, the present study aimed to carry out a com-
prehensive atomistic MD simulation of [bmim][PF,]. Actual data
were gathered from the recent research in the literature. Accuracy
and precision of developed models were surveyed via various sta-
tistical and graphical approaches.

1. [bmim][PF,]

Regarding difficulties such as the non-ideal behavior of studied
systems, the complicated structure of ILs, high cost processes and
also time-consuming measurement, modeling methods have
superior priority to estimate the gas solubility compared to carry-
ing out experimental measurement. One of the most common
types of ILs is [bmim][PF], which comprises two unlike electrical
charges, [bmim]", [PF]’; also, it is a colorless, viscous, non-water
soluble and hydrophobic IL that its melting point is reported around
265.15K. [PF,] anions are approximately 0.6 A doser to the [bmim]
cation and a more complex solvation structure (three layers) inferred
than for [BF,], which is another common type of ILs. Not only this
deviation makes the [bmim][PF,] a superior candidate to attract
CO, gas molecules, but also forms stronger hydrogen bonding,
which leads to more stable material. Besides, significant solubility
of CO, in [bmim][PF,] IL is reported in literature [57,58].

THEORY

1. MD Simulation Details

In this study, the sorption module of the Materials Studio was
utilized. It is an MC method that is specifically appropriate for
adsorption phenomena estimation over defined adsorbents. The
criterion for choosing the Materials Studio sorption module is that
it has been used by many researches for predicting the absorption
of gases in porous materials. It has been used to simulate a pure
sorbate (or a mixture of sorbate components) absorbed in a sor-
bent framework, typically a microporous crystal such as a zeolite
[59], metal organic frameworks (MOF) [60], polymers [61], and
so on [62-64].

In the present work, BMIM and PF, were constructed using the
sketch module of material studio. To assign the appropriate partial
charge to the atoms, DFT calculation using Gaussian03 was done
with B3LYP [65] and basis set 6-311+G* [66]. The electro-static
potential (ESP) fitting method was used to analyze of partial
charge for optimizing structures of anion and cation. The final
structures with partial charge labeled for each atom of bmim and
PF, are shown in Fig. 1.

The bulk IL was constructed by the Amorphous Cell Module
in Material Studio, where the initial density with the initial guess
was set to 1.4 g/em’ which was close to experimental density. Peri-
odic boundary conditions were applied to the constructed cell where
it contains 100 cations and 100 anions. An amorphous cell con-
structed in the current simulation is illustrated in Fig. 2 as a sam-
ple. The constructed model was then subjected to the NVT simula-
tion in 300 K for 200 ps to equilibrate the temperature of the sys-
tem. 200 ps-NPT simulations were applied at 1 atm pressure and
300 K temperature to adjust the pressure of the system. The selected

Fig. 1. Structures and partial charges for the cation and anion stud-
ied in this work.

Fig. 2. A sample of unit cell of [bmim][PF,] built by ‘Amorphous
Cell’ module in Material Studio.

temperature and pressure in these steps were independent of the
temperature we chose in the metropolis step, and they were just
assigned to relax the initial structure. The NVT run was performed
for 200 ps to make sure it was enough to completely relax the sys-
tem at 300 K. It converged after 50 ps simulation in 300 K (Fig. 3).
To relax the density of the initial structure we also performed the
NPT run for 200 ps. Fig. 4 shows the changing density of the sys-
tem versus time. The density of the system converged at about 40-
50 ps and was fluctuating about the average amount of 1.475g/
cm’,

Berendsen barostat and Andersen thermostat were marked to
perform an NPT MD simulations [67]. Having used Forcite mod-
ule, MD simulations were performed. Also, atomic base tab was
chosen in the summation method for electrostatic and van der
Waals interactions. A 15 A-repulsive cut off was used for van der
Waals interactions. In the forcefield type, COMPASS II was cho-
sen to perform all MD simulation runs. By taking advantage of
MC sampling, sorption module of Material Studio was used for an
alternative method to calculate the sorption of H,S into [bmim][PE].

Korean J. Chem. Eng.(Vol. 36, No. 10)
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Fig. 3. The temperature of [bmim][PF,] during NVT simulation.
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Fig. 4. The density of [bmim][PF,] during NPT simulation.

2. ANFIS

ANFIS is an Al technique adjusted to map difficult and highly
nonlinear systems. Initially, the approach was proposed by Jang
[68]. ANFIS not only integrates both ANN and FIS, but also han-
dles complex and nonlinear issues in a single framework. The sim-
ple structure of ANFIS includes two inputs and five layers. In this
structure, the Takagi-Sugeno fuzzy type is employed as FIS. The
FIS, including one output (O) and two inputs (k, j), is assumed in
order to define the procedure of ANFIS. The fuzzy rules are re-
ported as follows [69]:

Rule 1:
Ifx, is A, and x, is B, etc,, then f=p;x,+qx,+...+1;;

Rule 2:
If x, is A, and x, is B, etc., then f=p,x,+q,x,+...+15;
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The ANFIS architecture consists of a feed-forward network, con-
taining a five-layer structure with different functions. Egs. (1)-(6)
show the function of each layer. The association between the input
and output functions of layer 1 including input nodes is described
as follows:

Q,,=(m)i=1,2 1)
Q, j=,UBi(m)j= L2 ()]

The product of the initial signal appears as the output of layer 2
including rule nodes, which is explained as:

W, = 1y(m) g (m)j (3

Normalizing the weight function is applied by layer 3 (normaliz-
ing layer) as below:



Modeling of the solubility of H,S in [bmim][PF,] by molecular dynamics simulation, GA-ANFIS and empirical approaches 1641

Wi
w= ,i=1,2 4
W1+W2

In layer 4, the output of prior layer multiplied with the function of
Sugeno fuzzy rule is consequent nodes:

Wifizwi(mpl+np1+r1)i=1, 2 (5)

The summation of all outputs in each rule beginning from the
prior layer is calculated in layer 5 (output node).

Q5 = Zwifi (6)

Layer 1 is fuzzy layer in which m is the input of nodes A,, B, and
also n is the input of nodes A,, B,. To divide the membership func-
tions, labels A, B, and A,, B, are utilized in the fuzzy theory. Layer
2 under the name of product layer contains two nodes. Labels w;
and w, are outputs, namely the weight functions of the next layer.
3. Genetic Algorithm (GA)

GA is a randomly determined algorithm to find optimal solu-
tions according to natural selection and genetics ideas. The efficient
potency of GA for searching very large solution spaces can be
defined as using probabilistic transition rules as an alternative of
deterministic ones. GA covers three main stages: population ini-
tialization, GA operators and evaluation [70].

3-1. Population Initialization

Creation of a primary population, including primary nominee
programs, is done randomly in GA. Each program in GA, namely
a chromosome or string, is demonstrated by variable values which
could be either binary-valued (binary coding) or real-valued num-
bers. In the current article, a binary coding scheme was employed
by the GA model. The primary population should include strings
adequate for all the optimization constraints.

3-2. GA Operators

The Darwinian main stage of reproduction and selection of the
fittest and the genetic operations of crossover and mutation are
employed to generate offspring computer solutions from the pri-
mary population. The reproduction includes choosing the solu-
tions with the best fitness values and transferring these solutions to
the novel generation. The cross-over operator imitates sexual repro-
duction involving two parents to generate offspring solutions. The
various solutions are crossed over at random positions, ie., arbi-
trary branches or sub-solutions are swapped among parents. The
obtained offspring solutions are in various sizes and shapes com-
pared to their original values and have dissimilar fitness values.
Mutation is stimulated to randomly change the particular sections
of the computer solutions [70].

3-3. Evaluation

In the evaluation process, the proposed solutions from the above-
mentioned procedures are assessed in the objective function of the
optimization problem.

This procedure is reiterated to achieve the maximum allowable
iterations or acceptable precision for the optimization issue [71].

In this regard, the mean square error (MSE) involving the esti-
mated and actual values, computed as follows, is considered as the
termination criteria in the optimization process:

MSE= 15" (x*—x")’ @)
n

where n is number of data points X and x* demonstrate esti-
mated and actual values, respectively.
4. Polynomial Regression (PR)

Ordinary least squares (OLS) regression is dominated by the fol-
lowing correlation:

p=XX) X' ®

where £ X and Y are the vector of regression coefficient, the design
matrix and the vector of responses at each data point, respectively.
Multivariate polynomial regression (MPR) as a particular model
of multivariate OLS regression explains the relationship of regres-
sors with the response variable by the use of standard polynomial.
Standard polynomial can be defined as the polynomial function,
including every polynomial term conveyed by a multinomial ex-
panded regressors (the degree is given). Also, the number of vari-
ables and polynomials of various degrees are inquired systemati-
cally to see which is the most appropriate fit. There is a limited
number of standard polynomials investigated based on the degree
of freedom which is proposed by a specific dataset. Note that the
number of data points is always greater than the number of terms
in the polynomial, which is in proportion with number of coeffi-
cients. MPR models produce results according to the effect of the
estimator variable’s combined interactions on the response. Never-
theless, all regression approaches have a restriction that explains
the uncertainty about underlying mechanisms and only assures
the relationships [72].

Ahmet Cecen [73,74] used a MATLAB code to develop the
MPR model. In this regard, the order of MPR model was altered
and subsequently we found the most accurate model. More details
regarding the MPR model are reported in the literature [73].

RESULTS AND DISCUSSION

1. Data Attainment

To construct a precise and accurate model, using credible experi-
mental data is very important [75,76]. For this purpose, 80 data
points of H,S solubility in [bmim][PF,] were provided from the
published literature [15,49]. Details of parameters used in this study
are presented in Table 1. For each model, pressure and temperature
are the input parameters, while the output parameter is CO, solu-
bility in the mixed [bmim][PF,] solvent.
2. MD Results

The adsorption isotherm task of Metropolis method was used
in the calculations, which is based on the exchange step type, com-
prising creation of a new sorbate and deletion of an existing mole-
cule in a given temperature and a range of fugacity. In our work

Table 1. Details of the parameters used in the current article
Variable Status Min  Max

Temperature (K) Input 29815 403.15
Pressure (kPa) Input 08 9630
H,S solubility (mole H,S/mole [bmim][PF]) Output 0.016 0.875

Korean J. Chem. Eng.(Vol. 36, No. 10)
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Fig. 5. Average loading of H,S in [bmim][PF;] for different isotherms
in terms of gas fugacity.

the quality of calculation was set to fine in sorption module, and
the adsorption isotherm was obtained at various temperatures.
The force field used for both H,S molecules and IL was COM-
PASS TI, while the atom-based method was chosen for electrostat-
ics as well as van der Waals interactions. Simulations were carried
out for 3x10° trial configurations, which consisted of 1x10° cycles
for the equilibration and 2x10° cycles for the production step.

The solubility of H,S into [bmim][PF] IL for several tempera-
tures was obtained using MC simulation. Pressure range for each
isotherm was chosen according to experiment pressure. Fig. 5 illus-
trates the adsorption isotherms at various temperatures. The range
of fugacity for each temperature corresponds to the experimental
fugacity. In some temperatures, the available experimental fugac-
ity reached 10,000 Kilo Pascal (kPa), whereas for some others it
was below 1,000 KPa. The adsorption isotherm of H,S solubility in
[bmim][PF,] at all temperatures studied here is of type I adsorp-
tion. The obtained graphs depict monolayer adsorption, which
can be easily explained using the Langmuir adsorption isotherm.
3.PR

To approximate the parameters of models, nonlinear regression
method considered as a general approach can be employed, even
if the probable model cannot be linearized. Input variables of H,S
solubility function (P, T) are expressed as follows: pressure (KPa)
and temperature (K). The results of nonlinear regression model-
ing are described in the below formula:

H,S Solubility=-+—8.0109-7P*+1.7792¢-11P*+2.3759¢-5TP
+3.6588e-9TP’+—4.1371e-14TP*+3.3234e-6T"
+—1.1662e-7T°P+—4.2374e-12T°P* )
+—1.8475e-8T°+1.4521e-10T°P
+01+2.54e-11T*+—3.8227¢-17P*

At this point, as presented in Eq. (9), the interaction terms of the
4-order polynomial model were close-fitting to the training set
where the remaining variables were used as the estimators in order
to predict the output.
4. ANFIS Modeling

The primary FIS was created by using the genfis3 function of
MATLAB software. Regardless the importance of this necessity,
estimating the solubility of H,S in [bmim][PF] according to oper-
ating conditions was the purpose of this study. The pressure and
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temperature were set as inputs. Since, the H,S solubility was con-
sidered as output.

Calculating the type and the number of the membership func-
tions and also the quantity of iterations (epoch number) are the
first steps to start the GA-ANFIS approach. The determination of
these values is very important, as that sets the performance of the
model.

Processing experimental data into specific patterns has to be
mentioned first before the ANFIS can examine and the mapping
could learn. The two common steps can be defined as follows:
forming a pattern vector is the first one; pattern constitution includ-
ing an input condition vector and the corresponding target vector
is considered as the second step. Additionally, the essential issue,
which is considerable, is the range of input and output data. It be-
comes more engrossing especially in different variables of operat-
ing ranges. Selecting the input variable is the initial priority in mod-
eling of nonlinear systems such as ANFIS. Hence, the data should
be divided into the train and test datasets, where the 80 investiga-
tional data are divided into training (60) and test (20) data sets
randomly.

Commonly, modeling a system with FL does not yield a pre-
cise outcome as a result of the structural bugs in the algorithm.
Hence, other techniques like ANN are employed for pattern rec-
ognition. Coupling the power of FL and ANN creates a network,
namely ANFIS. This network employs membership functions (MFs)
and fuzzy if-then rules to create a fuzzy inference system (FIS).
The MFs are adjusted by ANNs [77]. GA is used to optimize ANFIS
structure.

Estimating the number of necessary MFs according to absence
of explicit formula is inapplicable, as mentioned in literature. As
recommended by many studies, the Gaussian was used as mem-
bership functions in the present study (e.g,, [78-80]). The GA-ANFIS
approach was coded with MATLAB software package. To esti-
mate the H,S solubility in [bmim][PFs] GA-ANFIS approach was
developed. Table 2 shows the main GA parameters. These tabled
parameters, which are the optimum values for this case study, were
specified by trial and error procedure. The process of GA optimi-
zation of ANFIS structure is shown in Fig. 6 On the other side,
Fig. 7 shows the structure of the GA-ANFIS and consistent mem-
bership functions, respectively. It demonstrates trained MF vari-
ables for input variables, ie., pressure and temperature for each
cluster. The GA-ANFIS has ten clusters.

Table 2. Properties of the GA-ANFIS model for estimating the sol-

ubility of H,S

Variable Value
Population number 60
Size of generation (iterations) 1000
Mutation % 0.9
Mutation rate 0.05
Crossover % 0.65
Lower bound of variables -10
Upper bound of variables 10
No. of fuzzy rules 10
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Fig. 7. The MFs for (a) temperature and (b) pressure for the GA-

ANFIS.

For measuring the models performance, the error test is com-
monly employed as a genuine determination. The best model
regarded as the owner of minimal test error is connoted by the
results.
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Fig. 8. Predicted H,S solubility data vs. experimental data for the
models: (a) GA-ANFIS, (b) PR, (c) MS.

5. Precision of the Recommended Model and Evaluation

By the use of the mean squared errors (MSEs), average abso-
lute relative error (%AARD), standard deviation (STD) and the
coefficient of determination (R®) between the experimental and
estimated data, the performance of the proposed models was meas-
ured. Egs. (11)-(13) show the formulation of the % AARD, STD
and R? as follows [81-84]:

i 2
=X =" X7
R2:1_ 1—1( l. i )2>Xm: i=12 (10)
T (g -x") B
sim __ exp)
% AARD=25" [Xi =X (11
n e?xp
sim 05
n Xi —X
SR (L=l )
n
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The cross plot of estimated values versus the target values is repre- vertical and horizontal axes are, respectively estimated and investi-
sented for graphical methods in Fig. 8(a), 8(b) and 8(c) under the gational values of H,S solubility in ILs. If more compact data are
name of GA-ANFIS, PR and MS, respectively. In these figures, the allocated to y=x, the estimated value will be more precise. As it is
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Table 3. Comparison of the performance of the models

Model GA-ANFIS PR MS
analysis Training Testing All Training Testing All All
R’ 0.9969 0.9951 0.9966 0.9988 0.9524 0.9882 0.2614
MSE 0.0002 0.0002 0.0002 0.0001 0.0020 0.0006 0.0438
STD 0.2395 0.1749 0.2262 0.2412 0.1930 0.2320 0.0609
%AARD 4.8338 7.6753 5.6758 3.1568 8.5516 4.7553 101.8296

clear, the values predicted by all the predictors and experimental
data are consistent in the approach. The R* of GA-ANFIS, PR and
MD is 0.9986, 0.9882 and 0.2614, respectively. As shown, GA-
ANFIS followed by PR has the highest R* or accuracy. The histo-

(a)
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Fig. 13. Comparison between estimated H,S solubility data and ex-
perimental values: (a) T=298.15K, (b) T=343.15K and (c)
T=403.15K.

gram of errors is represented in Figs. 9-11. It can be observed that
none of the models follows the standard normal distribution. To
acquire an obvious comprehension regarding the accuracy of the
proposed model, the trend plots of the employed model for the
prediction performance are exhibited in Fig. 12. Fig. 12 reveals
that the prediction of the GA-ANFIS and PR models follows the
trend of actual data with a satisfactory level of preciseness, as can
be seen from the good overlap involving the actual data and model
estimations.

The values of MSE, %AARD, STD and, R’ of data set are listed
in Table 3 because of statistical criteria employed for the GA-
ANFIS, PR and MS models. The output values of GA-ANFIS and
PR are in a good accordance with actual values. The obtained val-
ues of %AARD are 7.68 for GA-ANFIS, 8.55 for PR and 101.83
for MS. The obtained values of R* are 0.9951 for GA-ANFIS
0.9524 for PR and 0.2614 for MS. In addition, the obtained values
of MSE are 0.002 for GA-ANFIS 0.002 for PR and 0.0438 for MS.
It is obvious that the GA-ANFIS model performs better than PR
and MD models for H,S solubility and represents better results.
The offered hybrid artificial intelligence model can estimate more
precise data for nonlinear systems. Nevertheless, the accuracy of
simple yet accurate PR model is very high, and this model can be
easily used for industrial purposes.

To evaluate the proposed models, GA-ANFIS, PR models and
MS results were compared with experimental data at different pres-
sure and temperatures. As shown in Fig. 13, three different dia-
grams were plotted at 298.15, 343.15 and 403.15 K. All the diagrams
present the mole fraction of H,S solubility versus pressure (kPa). As
can be seen in all diagrams, the H,S solubility increases with pres-
sure, which means that all the suggested models follow the same
trend. Note that the deviation of MS results is considerable, although
the obtained results from other models and experimental data are
consistent in the approach. It must be mentioned that PR and GA-
ANFIS models estimate H,S solubility only on the basis of the
trained data in the training stage of modeling process and they
differ from the thermodynamics models which their predictabil-
ity is different at lower or higher pressure and temperatures.

CONCLUSION

GA-ANFIS, MD and PR, which are three different methods, were
employed to approximate the solubility of H,S in [bmim][PF,] IL
magnificently. According to graphical and statistical representa-
tion methods, actual data and estimated values are consistent with
each other. Furthermore, the obtained results of PR model and
experimental (actual) data are consistent in approach because of

Korean J. Chem. Eng.(Vol. 36, No. 10)
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higher R* equal to 0.9967 and lower values of %AARD 2.0812. In
addition, the concordance of MD simulation results and experi-
mental data is less consistent than other two methods because of
the nature of this method and originality of producing data based
on the physics and chemistry of the material. The predictability of
this method can be improved by improvement of the force field
used. This research can be considered as a perspective on H,S
removal and also in gas processes where accurate and precise data
for solubility of H,S is necessary.

ABBREVIATIONS

AA-FF :all-atom force field

AARD :average absolute relative deviation

AARD :average absolute relative error

ANN  :artificial neural networks

EOS  :equation of states

ESP  :electro-static potential

GA-ANFIS: genetic algorithm-Adaptive neuro fuzzy inference sys-
tem

H2S  :hydrogen sulfide

MC  :monte carlo

MD  :molecular dynamics

MPR  : multivariate polynomial regression

MSE  :mean squared errors

NTRL :non-random two-liquid

PR : polynomial regression

PR : Peng-Robinson

PSO  :particle swarm optimization

R2 : coefficient of determination

SAFT : statistical associating fluid theory

SRK  :Soave-Redlich-Kwong

STD  :standard deviation

SVM  :support vector machines

UA-FF :united-atom force field
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